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Abstract

Hiding the metadata in Internet protocols serves to protect user privacy, dissuade
traffic analysis, and prevent network ossification. Fully encrypted protocols require
even the initial key exchange to be obfuscated: a passive observer should be unable
to distinguish a protocol execution from an exchange of random bitstrings. Deployed
obfuscated key exchanges such as Tor’s pluggable transport protocol obfs4 are Diffie–
Hellman-based, and rely on the Elligator encoding for obfuscation. Recently, Günther,
Stebila, and Veitch (CCS ’24) proposed a post-quantum variant pq-obfs, using a novel
building block called obfuscated key encapsulation mechanisms (OKEMs): KEMs whose
public keys and ciphertexts look like random bitstrings.

For transitioning real-world protocols, pure post-quantum security is not enough.
Many are taking a hybrid approach, combining traditional and post-quantum schemes
to hedge against security failures in either component. While hybrid KEMs are already
widely deployed (e.g., in TLS 1.3), existing hybridization techniques fail to provide
hybrid obfuscation guarantees for OKEMs. Further, even if a hybrid OKEM existed,
the pq-obfs protocol would still not achieve hybrid obfuscation.

In this work, we address these challenges by presenting the first OKEM combiner
that achieves hybrid IND-CCA security with hybrid ciphertext obfuscation guarantees,
and using this to build Drivel, a modification of pq-obfs that is compatible with
hybrid OKEMs. Our OKEM combiner allows for a variety of practical instantiations,
e.g., combining obfuscated versions of DHKEM and ML-KEM. We additionally provide
techniques to achieve unconditional public key obfuscation for LWE-based OKEMs,
and explore broader applications of hybrid OKEMs, including a construction of the first
hybrid password-authenticated key exchange (PAKE) protocol secure against adaptive
corruptions in the UC model.

Keywords: KEM combiners, hybrid, obfuscation, anonymity, key exchange, ML-KEM,
quantum-safe
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1 Introduction

Increasingly, Internet protocols are hiding not just message contents, but the protocol
metadata itself, due to metadata being repeatedly leveraged to violate user security and
privacy, and to degrade connectivity [Hal24, XAR+24, WMSM11, And12]. As a pertinent
example, network censors often block traffic based on certain identifiable (plaintext) features
of the protocol [WSS+23]. To evade this form of censorship, circumvention tools often
encrypt metadata to avoid protocol fingerprinting and blocklists [The19, sha23, vme19].
These fully encrypted protocols [FJ24], such as the obfs4 protocol integrated in the Tor
ecosystem [The19], produce a stream of random-looking bytes intended to avoid classification.
Such streams can also be used in steganography due to their lack of structure [WJJS23].
Another motivation for encrypting protocol metadata, e.g., in pseudorandom cTLS [SP22], is
to prevent network ossification, whereby network middleboxes expect a specific protocol mode
(such as TLS 1.2) and fail to parse and route traffic of newer protocol versions (such as TLS
1.3 without its intentional 1.2 compatibility). If protocol metadata appears to a middlebox as
a random string of bytes, then no parsers can be written in the first place. Random-looking
metadata as an anti-ossification tool is already widely deployed, appearing in the QUIC
protocol [IT21], where elements of the initial packet are encrypted to make the wire image of
the protocol closer to pseudorandom, and in TLS Encrypted Client Hello [ROSW24], where
the server “accept” response is encoded as a truncated MAC and hidden in the randomness
sent from server to client. Both these techniques are also employed to improve privacy
guarantees.

Recent formalizations capture the guarantees provided by fully encrypted protocols in the
context of censorship circumvention [FJ24, GSV24]. A shared secret key allows encrypting
(meta)data into random-looking strings of bytes. However, it is less obvious how to make
the initial key exchange of a connection look random—this is what obfuscated key exchange
protocols aim to achieve.

1.1 Post-quantum Obfuscated Key Exchange and Beyond

As timelines for cryptographically relevant quantum computers shorten, there is an increased
need to update current obfuscated key exchange protocols which derive their security from
elliptic curve Diffie–Hellman. Recent work [GSV24] proposes a quantum-safe variant of obfs4
called pq-obfs. The construction relies on the newly defined obfuscated key encapsulation
mechanism (OKEM): a KEM that supports random-looking encoding of public keys and
ciphertexts. That work shows how to construct an efficient OKEM from the Module Learning
with Errors (MLWE) assumption by introducing the Kemeleon encoding which—akin to the
Elligator2 encoding for elliptic curve Diffie–Hellman [BHKL13]—turns ML-KEM public keys
and ciphertexts into random strings.

Due to caution over fully switching to newer assumptions, some governments [Ger24,
Fre22] and cloud providers [Wes24] opt instead for hybrid constructions, i.e., constructions
whose assumptions combine the hardness of two input primitives, usually one post-quantum
and one well-established. The reasons for this approach are twofold. First, using two
hardness assumptions hedges risk of mathematical advances, since the resulting construction
is secure even if one of the underlying assumptions fails, as happened with NIST PQC
Round 3 alternates and a finalist [BBC+22, Beu22, CD23]. Second, it hedges risk of
implementation errors, since newer post-quantum implementations may be more prone to
bugs [GJN20, GHJ+22, HSC+23, BBB+24]. For these reasons, hybrid protocols, such as the
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X25519MLKEM768 key agreement protocol for TLS 1.3 have already been deployed to millions
worldwide [Rad]. It would thus be ideal to migrate obfuscated key exchange protocols to
post-quantum using a hybrid solution rather than a purely lattice-based one.

To date, the work on building hybrid KEMs and key exchange has focused primarily
on IND-CCA security [GHP18, WW24, BCD+24, BBF+19]. And although it has already
been argued that a broader study of security properties should be considered for post-
quantum KEMs [GMP22], works exploring additional properties in the hybrid setting are
very sparse [PG25]. To this end, we initiate a study of obfuscation and anonymity guarantees
in the hybrid setting, towards constructing quantum-safe metadata-hiding protocols that are
in line with modern techniques of hybridization.

1.2 Barriers to Hybrid Obfuscated Key Exchange

One might think that a straightforward approach to construct hybrid obfuscated key exchange
is to instantiate pq-obfs with a hybrid OKEM combining two OKEMs using a standard
KEM combiner. This however does not work, for two reasons.

Firstly, there are no OKEM-specific hybridization methods, and the existing methods for
KEM hybridization do not produce hybrid OKEMs. A KEM combiner takes as input two
KEMs and produces a single, hybrid KEM whose security is maintained as long as one of the
two input KEMs remains secure. Existing combiner techniques [GHP18, WW24, BCD+24]
do not apply to the obfuscation properties of OKEMs, where the goal is to have public keys
and ciphertexts indistinguishable from random strings. Take for example the Xyber hybrid
KEM [WW24], which encapsulates by performing a Kyber encapsulation and X25519 key
agreement in parallel, and where the final shared secret is a key derived from the two resulting
shared secrets. While parallel combiners like this provide hybrid IND-CCA security, they
do not provide hybrid obfuscation for OKEMs: if an adversary receives two concatenated
public keys or ciphertexts, then they need only observe a non-uniformity in one of them
to determine that the joint public key/ciphertext is not random. Most existing combiners
are in this parallel style, depicted in Figure 1(a), which even when applied to OKEMs only
provides obfuscation as strong as the weakest of the underlying obfuscation assumptions.

Secondly, even if there were an OKEM hybridization technique, there is still a hurdle in
using it to make pq-obfs hybrid. pq-obfs requires its OKEM to have public key uniformity :
public keys must appear uniformly random. Since a KEM public key must be available for
encapsulation prior to any other communication, it appears the only way to represent the
combined public key is as the concatenation of the underlying public keys, or something
equivalent. As a consequence, constructing a combined OKEM with hybrid public key
uniformity seems to require that the two underlying OKEMs have unconditional public key
uniformity. Unconditional public key uniformity, however, is uncommon for post-quantum
(O)KEMs, where public keys have structure that becomes distinguishable from random if
the underlying hardness assumption breaks down. This bars the path to make pq-obfs into
a hybrid obfuscated key exchange using standard components.

1.3 Contributions

We discuss how we overcome these limitations to achieve hybrid obfuscated key exchange,
and introduce an additional application in hybrid password-authenticated key exchange
(PAKE) protocols.
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(a) Classic parallel-style KEM combiner

pkout pkin
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(b) Our Outer-Encrypts-Inner Nested Combiner OEINC

Figure 1: Structure of Encap in KEM Combiners. W is a split-key PRF, G is a pseudorandom
generator, and SE is symmetric encryption.

OKEM combiner. Our first contribution is OEINC (“oink”), our Outer-Encrypts-Inner
Nested Combiner for OKEMs which yields hybrid IND-CCA security and ciphertext obfusca-
tion (without public key obfuscation) properties. The combiner is not fully generic, as it
requires one of the component OKEMs to have statistically uniform ciphertexts. This allows
us to use a nested approach in which we leverage the stronger OKEM as the outer one,
using its shared secret towards encrypting the ciphertext of the weaker, inner OKEM. Our
nested approach is depicted in Figure 1(b). This provides hybrid guarantees for ciphertext
uniformity and strong pseudorandomness (which in turn implies hybrid anonymity).

We show that the necessary statistical uniformity of ciphertexts can be achieved us-
ing the DHKEM construction from HPKE [BBLW22], over a prime-order group such as
P-256 or Ristretto [NIS23, LHT16], with the Elligator2 encoding algorithm [BHKL13]. This
obfuscated variant of DHKEM can then be combined with a post-quantum OKEM, such
as ML-Kemeleon [GSV24], to achieve the desired hybrid guarantees. We use OEINC as a
building block for the following applications.

Application: Hybrid obfuscated key exchange. Naturally, we would like to apply our
OKEM combiner to obtain a hybrid obfuscated key exchange protocol, but, as noted above,
hybrid pq-obfs would require hybrid public key uniformity, which OEINC does not achieve
and generally seems elusive for hybrid OKEMs with post-quantum security.

We present Drivel, a modification to the pq-obfs protocol which permits the use of
OKEMs without needing to obfuscate public keys. Our key insight is that public keys need
not be sent in the clear, but can instead be encrypted with intermediate secrets in the key
exchange. We describe the new protocol in detail and prove that Drivel achieves the same
security guarantees as pq-obfs.
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Application: Hybrid PAKE with adaptive corruptions. Finally, we consider how
to apply our combiner to construct a hybrid password-authenticated key exchange (PAKE)
protocol. Existing hybrid PAKEs are secure only in the static corruption model, where the
adversary may not corrupt any parties during the protocol execution [HR24, LL24]. Prior
work [HR24] asked whether there exists a method for constructing adaptively secure hybrid
PAKEs. We answer this question in the affirmative.

We observe that CAKE [BCP+23], which is proven secure in the Universal Composability
model [Can01] with adaptive corruptions, can be instantiated with any OKEM with ciphertext
and public key uniformity. As previously noted, public key uniformity guarantees for
combiners seem elusive unless both underlying OKEMs have unconditional public key
uniformity. We describe a method to achieve unconditional public key uniformity in LWE-
based OKEMs. We observe that some standards-track KEMs, such as FrodoKEM [BCD+16,
NAB+20], have a dual-LWE structure: both public keys and ciphertexts are LWE samples.
This is done to optimize ciphertext size, but is not strictly necessary. We show how removing
this optimization (reverting back to earlier ideas of [Reg05]) yields a statistically uniform
public key, at the expense of a 15× increase in ciphertext size.

Combining this LWE-based OKEM with a classical OKEM with unconditional ciphertext
uniformity via OEINC, and then using it in CAKE, we achieve hybrid PAKE. This is the first
known hybrid PAKE that is secure under adaptive corruptions.

2 Preliminaries

We write y ← A(z) to denote assigning y the output of a deterministic algorithm A(z). When
A is non-deterministic, we write y←$ A(z). Similarly, we write y←$ S to denote uniformly
sampling an element from the set S.

A pseudorandom function (PRF) F : X × Y → Z treats the first input as a key and the
second as a label. For a randomly chosen key, the outputs on an adversarially-chosen label
of F should be indistinguishable from those of a random function on the label input. The
swap of F is F′(y, x) = F(x, y). We say that F is a swap-PRF if its swap F′ is a PRF. A
dual-PRF is both a PRF and a swap-PRF. We defer the standard definitions of PRF security,
pseudorandom generator (PRG) security, and OT-IND$ security (one-time indistinguishability
of ciphertexts from random) of symmetric encryption to Appendix A.

We adopt the definition of a split-key pseudorandom function from [GHP18], which is a
generalization of a pseudorandom function to multiple key inputs that behaves like a random
function if at least one of its key inputs is picked uniformly at random.

Definition 2.1 (Split-key pseudorandom function). A split-key pseudorandom function
F : K1 × · · · × Kn × X → Y takes as input a finite number of keys in K1 × · · · × Kn and a
label in X and produces an output in Y. We define the split-key pseudorandom function
(skPRF) advantage of an adversary A against a function F as

AdvskPRFF,i (A) := Pr
[
AF(··· ,ki,··· )()⇒ 1 | ki←$Ki

]
− Pr

[
AR(··· )()⇒ 1 | R←$ {all functions : Kn\i ×X → Y}

]
,

where Kn\i denotes K1 × · · · × Ki−1 ×Ki+1 × · · · × Kn.
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2.1 Obfuscated KEMs

Günther, Stebila, and Veitch [GSV24] introduced notions of obfuscated key encapsulation
mechanisms (OKEMs). We present equivalent definitions next, with slight modifications for
simplicity.

Definition 2.2 (Key encapsulation mechanism). A key encapsulation mechanism KEM =
(KGen,Encap,Decap) consists of three algorithms:

• KGen() $→ (sk , pk) is a probabilistic key generation algorithm that generates a secret
key sk and corresponding public key pk.

• Encap(pk) $→ (c,K ) is a probabilistic encapsulation algorithm that takes as input a KEM
public key pk, and outputs a ciphertext c and shared secret K .

• Decap(sk , c)→ K is a deterministic decapsulation algorithm that takes as input a secret
key sk and ciphertext c, and outputs a shared secret K .

Definition 2.3 (KEM encapsulation/decapsulation correctness). We say that a KEM KEM =
(KGen,Encap,Decap) is δKEM-correct if

Pr

[
Decap(sk , c) ̸= K

∣∣∣∣ (sk , pk)←$ KGen(),
(c,K )←$ Encap(pk)

]
≤ δKEM.

IND-CPA, IND-CCA, SPR-CCA. We will consider KEMs with indistinguishability
under chosen-plaintext or chosen-ciphertext attacks (IND-CPA / IND-CCA), meaning that
the shared secret is indistinguishable from random given a real ciphertext, as well as
strong pseudorandomness under chosen-ciphertext attacks (SPR-CCA) [Xag22], meaning
that a real (ciphertext, shared secret) pair is indistinguishable from a random pair (in
SPR-CCA, pseudorandomness of the ciphertext is defined with respect to a simulator S
defining a ciphertext target distribution). We provide the definitions of both these games
in Figure 2 and define the respective advantages of an adversary A against the X ∈
{IND-CPA, IND-CCA,SPR-CCA} security of a KEM K as

AdvXK (A) := 2 · Pr
[
GX
K (A)⇒ 1

]
− 1.

Definition 2.4 (KEM public key collision probability). Let KEM be a KEM. We define the
public key collision probability of KEM for n ∈ N public keys as

pkcollKEM(n) := Pr

[
pk i = pk j

∧ i ̸= j

∣∣∣∣ (sk i, pk i)←$ KEM.KGen()
for i ∈ [1, n]

]
.

Definition 2.5 (Obfuscated KEM). An obfuscated key encapsulation mechanism (OKEM)
O = (KGen,Encap,Decap,DecodePk) with obfuscated key length ol ∈ N and obfuscated
ciphertext length cl ∈ N consists of the following algorithms:

• KGen() $→ (sk , pk , p̂k) is a probabilistic key generation algorithm that generates a secret

key sk, public key pk, and obfuscated public key p̂k ∈ {0, 1}ol.

• Encap(pk) $→ (c,K ) is a probabilistic encapsulation algorithm that takes as input a
KEM public key pk and outputs an (obfuscated) ciphertext c ∈ {0, 1}cl and key K .
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GIND-CCA
K (A):
1 b←$ {0, 1}
2 (pk , sk)←$ KGen()

3 (c∗,K∗
1 )←$ Encap(pk)

4 K∗
0 ←$K

5 b′←$AODecap(·)(pk , c∗,K∗
b )

6 return Jb = b′K

GSPR-CCA
K,S (A):

7 b←$ {0, 1}
8 (pk , sk)←$ KGen()

9 (c∗1 ,K
∗
1 )←$ Encap(pk)

10 c∗0 ←$ S; K∗
0 ←$K

11 c∗ ← c∗b

12 b′ ← AODecap(·)(pk , c∗b ,K
∗
b )

13 return Jb = b′K

ODecap(c):

14 if c = c∗ then return ⊥
15 K ← Decap(sk , c)

16 return K

Figure 2: Security games for IND-CCA and SPR-CCA security of a KEM K =
(KGen,Encap,Decap) with key space K. The IND-CPA game is obtained by removing the
decapsulation oracle from IND-CCA.

• Decap(sk , c) → K is a deterministic decapsulation algorithm that takes as input a
secret key sk and (obfuscated) ciphertext c, and outputs a key K .

• DecodePk(p̂k)→ pk is a deterministic decoding algorithm that on input an obfuscated

public key p̂k ∈ {0, 1}ol outputs a public key pk.

Note that the tuple of algorithms (KGen,Encap,Decap), when ignoring the obfuscated public

key p̂k output by KGen, is a KEM as in Definition 2.2.
Beyond KEM correctness, as per Definition 2.3, we demand that public keys generated

by KGen can be successfully decoded:

Pr
[
DecodePk(p̂k) = pk

∣∣∣(sk , pk , p̂k)←$ KGen()
]
= 1.

IND-CPA, IND-CCA, and SPR-CCA security of an OKEM are defined exactly as for the

underlying KEM (see Figure 2), merely ignoring the encoded public key p̂k output by KGen.
We also adopt notions of public key and ciphertext uniformity of (O)KEMs from [GSV24].

Definition 2.6 (Public key uniformity). Let O be an OKEM. We measure the uniformity
of the obfuscated public keys of length ol generated by O.KGen against an adversary A as

Advpk-unifO (A) := 2 · Pr

[
A(p̂kb) = b

∣∣∣∣∣ b←$ {0, 1}, p̂k0←$ {0, 1}ol,
(sk1, pk1, p̂k1)←$ O.KGen()

]
− 1.

For an unbounded adversary A, we call the advantage Advpk-unifO (A) statistical.

Definition 2.7 (Ciphertext uniformity – strong or regular). Let O be an OKEM. We
measure the strong or regular ciphertext uniformity of the obfuscated ciphertext of length cl
generated by O.Encap against an adversary A as

Advatk-ctxt-unifO (A) := 2 · Pr

A( sk, pk , cb) = b

∣∣∣∣∣∣
b←$ {0, 1}, c0←$ {0, 1}cl,
(sk , pk , p̂k)←$ O.KGen(),
(c1,K1)←$ O.Encap(pk)

− 1,

where atk ∈ {strong, reg} and the code in the dashed box is only included for atk = strong.

For an unbounded adversary A, we call the advantage Advatk-ctxt-unifO (A) statistical.
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strong ctxt uniformity

strong-ctxt-unif
(random ctxts, given sk)

regular ctxt uniformity

reg-ctxt-unif [GSV24]
(random ctxts, given pk)

anonymous KEM

[BCP+23]

anonymous KEM

[SGJ23]

strong pseudorandomness

SPR-CCA [Xag22]
(indist. shared secrets, ciphertexts simulatable by S)

anonymity

ANO-CCA [GMP22]

indistinguishability
IND-CPA / IND-CCA

(indistinguishable shared secrets)

public key uniformity

pk-unif [GSV24]
(random public key)

fuzzy KEM
=

uniform public keys

[BCP+23] [SGJ23]

defined over regular
public key/ciphertext spacedefined over bitstrings {0, 1}∗

A has decapsulation oracle

no decapsulation oracle

for simulators
S ←$ {0, 1}cl

for simulators
S ←$ ctxt space

Figure 3: Relations between anonymity and uniformity notions for KEMs. Arrows =⇒
indicate strict implications. Properties shaded in blue are used in this paper.

Note that, when paired with an encoding function like Elligator2 [BHKL13], a Diffie–
Hellman-based KEM over a prime-order curve (e.g., DHKEM(P-256) as defined in HPKE
[BBLW22]) is an OKEM with statistical strong ciphertext uniformity and statistical public key
uniformity (see Appendix D). Additionally, ML-KEM paired with the Kemeleon encoding is an
OKEM with (computational) regular ciphertext uniformity and (computational) public key
uniformity, as proven in [GSV24, §2.4]. Finally, Saber [DKRV18] and FrodoKEM [BCD+16]
have the same properties as ML-KEM with Kemeleon and are “natural” OKEMs, i.e., KEMs
where no encoding step is necessary in order to achieve obfuscation. This is because both
KEMs, based on Module Learning-with-Rounding (MLWR) and unstructured Learning-
with-Errors (LWE) respectively, use power-of-two moduli, making their public keys and
ciphertexts pack perfectly into bitstrings. Their IND-CCA and SPR-CCA properties are
stated in [Xag22, GMP22, MX23].1

The notions of strong pseudorandomness, public key uniformity, and (strong and regular)
ciphertext uniformity are related to existing notions of anonymity and uniformity for KEMs
in the literature, summarized in Figure 3. We elaborate on these relations in Appendix B,
and note that all related notions are weaker than or equivalent to one of the properties
we use here. The stronger notions of anonymity and uniformity are required for our later
applications (see Sections 4 and 5). We focus on the above definitions of ciphertext and
public key uniformity (rather than existing definitions of uniformity), because we require
uniformity properties defined over the space of bitstrings {0, 1}∗ rather than the space of
public keys/ciphertexts as used in some prior works. Although regular ciphertext uniformity
is implied by SPR-CCA (when SPR-CCA is defined with respect to a simulator that outputs

1Specifically, [GMP22] shows that FrodoKEM achieves computational ANO-CCA, and [Xag22] suggests
that it also achieves computational SPR-CCA.
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uniformly random bitstrings), we consider it separately because in some results we only
require the weaker assumption.

3 OEINC: An OKEM Combiner

We now present our OKEM combiner and prove the necessary security properties for use in
our hybrid obfuscated key exchange protocol (Section 4).

Shortcomings of existing combiners. A KEM combiner merges two ingredient KEMs
into a single, hybrid KEM such that security of the hybrid is maintained as long as one of
the ingredient KEMs remains secure. The main focus of prior work analyzing KEM combin-
ers [GHP18, BBF+19] has been on achieving hybrid IND-CCA security: an attacker should
not be able to learn the secret key by breaking only one of the underlying KEMs. Although
this is a natural starting point, some applications such as broadcast encryption, anonymous
credential systems, and auction protocols, require anonymity properties not implied by
IND-CCA security [GMP22]. Likewise, for our use case of constructing a hybrid obfuscated
key exchange, we require that the combined KEM has hybrid obfuscation properties, to
ensure that an adversary cannot distinguish the key exchange transcript from random by
breaking obfuscation of only one of the underlying primitives.

Prior work on KEM combiners constructed parallel combiners: the combined public keys,
secret keys, and ciphertexts are the concatenation of the ingredient KEM’s public keys, secret
keys, and ciphertexts, respectively (perhaps with an added MAC). The combined KEM’s
encapsulation and decapsulation routines first execute the underlying KEM’s encapsulation
and decapsulation routines and then join the resulting shared secrets using a split-key
PRF [GHP18] to derive the final shared secret. Figure 1(a) illustrates a parallel combiner.

These existing combiners, however, do not provide hybrid obfuscation. Specifically, if an
ingredient KEM’s ciphertext is distinguishable from random, then its concatenation with
another ciphertext is trivially distinguishable from random as well. For example, since the
uniformity of ML-KEM ciphertexts relies on the module LWE assumption, breaking this
assumption would be sufficient to violate the ciphertext uniformity of any parallel combiner
using ML-KEM, such as Xyber [WW24] or X-Wing [BCD+24]. Furthermore, it is not obvious
how to fix this: if one were to encrypt each component ciphertext under a key from the
respective other ingredient KEM, the result is impossible to decapsulate. Therefore, we
require a more thoughtful construction.

The OEINC construction. Our OKEM combiner’s encapsulation function operates
sequentially, rather than in parallel. This new method, depicted in Figure 1(b), operates as
follows. The first (outer) ingredient OKEM is run, and (a key derived from) its shared secret
is used to encrypt the second (inner) ingredient OKEM’s ciphertext. The final ciphertext is
the outer ciphertext concatenated with the encrypted inner ciphertext. The shared secrets
are combined with a split-key PRF. We call this the Outer-Encrypts-Inner Nested Combiner
(OEINC).

The ciphertext uniformity of this new scheme relies on the security of the encryption
scheme and the ciphertext uniformity of one of the two ingredient OKEMs. We use the
OKEM with the stronger ciphertext uniformity property as the outer OKEM. When the
outer OKEM has statistical strong ciphertext uniformity, e.g., as in DHKEM combined with
Elligator2 (Appendix D), we find that the resulting combiner achieves hybrid security for the
relevant notions.
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KGen():

1 (skout, pkout, p̂kout)←$ outOKEM.KGen()

2 (sk in, pk in, p̂kin)←$ inOKEM.KGen()

3 return ((skout, sk in), (pkout, pk in), p̂kout∥p̂kin)

Encap(pk):

4 (pkout, pk in)← pk

5 (Kout, cout)←$ outOKEM.Encap(pkout)

6 (Koe,Kok)← G(Kout) // keys for enc. & key deriv.

7 (Kin, cin)←$ inOKEM.Encap(pk in)

8 c′in ← SE.Enc(Koe, cin)

9 c ← cout∥c′in
10 K ←W(Kok,Kin, c)

11 return (K , c)

DecodePk(pk):

12 p̂kout∥p̂kin ← p̂k

13 pkout ← outOKEM.DecodePk(p̂kout)

14 pk in ← inOKEM.DecodePk(p̂kin)

15 return (pkout, pk in)

Decap(sk , c):

16 (skout, sk in)← sk

17 cout∥c′in ← c // ciphertexts are fixed-length

18 Kout ← outOKEM.Decap(skout, cout)

19 (Koe,Kok)← G(Kout)

20 cin ← SE.Dec(Koe, c′in)

21 Kin ← inOKEM.Decap(sk in, cin)

22 K ←W(Kok,Kin, c)

23 return K

Figure 4: Our OKEM combiner OEINC[outOKEM, inOKEM,SE,G,W] for two OKEMs
outOKEM and inOKEM, SE a length-preserving symmetric encryption scheme, G a PRG,
and W a split-key PRF.

Our detailed combiner construction is given in Figure 4. Its building blocks include a
length-preserving, OT-IND$-secure symmetric encryption scheme SE with key space K =
{0, 1}klSE and message length clinOKEM, a function G : {0, 1}kl → {0, 1}kl+klSE assumed to be a
pseudorandom generator, and a split-key PRF W.

3.1 Overview of Security

We now prove that OEINC satisfies IND-CPA2, IND-CCA, SPR-CCA, ciphertext uniformity
(ctxt-unif), and public key uniformity (pk-unif), given some properties of the underlying
OKEMs. More specifically, for OEINC instantiated with an outer OKEM outOKEM and an
inner OKEM inOKEM:

• IND-CPA: If either outOKEM or inOKEM is IND-CPA, then the combined OKEM is
IND-CPA.

• IND-CCA: If either outOKEM or inOKEM is IND-CCA, then the combined OKEM is
IND-CCA.

• SPR-CCA: If either (1) outOKEM is SPR-CCA, or (2) inOKEM is SPR-CCA and
outOKEM is strong-ctxt-unif, then the combined OKEM is SPR-CCA.

• Ciphertext uniformity: If either (1) outOKEM is reg-ctxt-unif and outOKEM is IND-CCA,
or (2) outOKEM is reg-ctxt-unif and inOKEM is reg-ctxt-unif, then the combined OKEM
is reg-ctxt-unif.

• Public key uniformity: If both outOKEM and inOKEM are pk-unif, then the combined
OKEM is pk-unif.

2We show IND-CPA separately from IND-CCA since the weaker notion is sufficient for some applications,
e.g., password-authenticated key exchange (Section 5), and often comes with substantial performance benefits.
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In particular, when outOKEM is statistically strong-ctxt-unif, the combined OKEM has
IND-CPA, IND-CCA, SPR-CCA, and reg-ctxt-unif properties that are the stronger of the two
underlying OKEMs.

Public key uniformity stands out because it requires both underlying OKEMs to be
pk-unif. While this limitation appears to be inherent to the primitive (when only the public
key is known, there is no key material with which to obfuscate it), it is not a deal breaker for
deployment. Our key exchange protocol in Section 4 does not require public key uniformity
at all, since it encrypts ephemeral public keys using intermediate secrets derived from static
keys. And where public key uniformity is necessary, e.g., in password-authenticated key
exchange in Section 5, we show that it is possible to construct lattice-based OKEMs with
statistical public key uniformity. This comes at the cost of significantly larger public keys
and ciphertexts compared to, e.g., ML-KEM with Kemeleon.

3.2 IND-CPA and IND-CCA Security

Intuitively, IND-CPA and IND-CCA security of OEINC should naturally hold, since the final
shared secret is derived from the two underlying shared secrets using a split-key PRF.
Importantly, OEINC does not use the same secret for encrypting ciphertexts (Koe) as for key
derivation (Kok). The straightforward proof is deferred to Appendix C.1.

Theorem 3.1 (IND-CPA / IND-CCA security of OEINC). Let OEINC =
OEINC[outOKEM, inOKEM,SE,G,W] be a combined OKEM as defined in Figure 4. Then
for any adversary A against the IND-atk security of OEINC, for atk ∈ {CPA,CCA}, we give
algorithms B1, B2, B3, C1, C2 such that

AdvIND-atk
OEINC (A) ≤ AdvIND-atk

outOKEM(B1) + AdvPRGG (B2) + AdvskPRFW,1 (B3),

and

AdvIND-atk
OEINC (A) ≤ AdvIND-atk

inOKEM(C1) + AdvskPRFW,2 (C2).

3.3 SPR-CCA Security

Consider the case where the underlying computational assumption of inOKEM is broken.
Then, assuming the SPR-CCA security of the outer OKEM holds, this implies that the outer
ciphertext is uniformly random and the inner ciphertext is encrypted (using an OT-IND$
symmetric encryption scheme) with a random key, and thus also pseudorandom. The final
shared secret is also random since the split-key PRF W takes as input the shared secret of
the outer OKEM.

Now, consider the case where the underlying computational assumption of outOKEM is
broken, i.e., IND-CCA and SPR-CCA no longer hold (note that strong ciphertext uniformity
cannot fail when it is statistical). Then the outer ciphertext is still uniformly random, and
the inner one is a keyed permutation of a uniformly random value, and thus still random
even though the encryption key may be compromised. The shared secret is also uniformly
random, since the split-key PRF W still consumes the shared secret of the inner OKEM.

Theorem 3.2 (SPR-CCA Security of OEINC). Let OEINC = OEINC[outOKEM, inOKEM,SE,G,
W] be a combined OKEM as defined in Figure 4. Then (stated informally) OEINC has strong
pseudorandomness under chosen-ciphertext attack (SPR-CCA) if either (I) the outer KEM
outOKEM is SPR-CCA-secure, SE is OT-IND$-secure, G is a PRG, and W is a PRF, or
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(II) inOKEM is SPR-CCA-secure, outOKEM has strong ciphertext uniformity, and W is a
PRF. More precisely, for any adversary A against the SPR-CCA security of OEINC, we give
algorithms B1–B4 and C1–C3 such that

AdvSPR-CCAOEINC,S1(A) ≤ AdvSPR-CCAoutOKEM,SoutOKEM
(B1) + AdvPRGG (B2) + AdvskPRFW,1 (B3)

+ AdvOT-IND$
SE (B4),

where S1 is a simulator that returns a ciphertext c̃outOKEM∥c̃inOKEM where c̃outOKEM←$ SoutOKEM

and c̃inOKEM←$ {0, 1}clinOKEM , and

AdvSPR-CCAOEINC,S2(A) ≤ AdvSPR-CCAinOKEM,SinOKEM
(C1) + AdvskPRFW,2 (C2) + Advstrong-ctxt-unifoutOKEM (C3),

where SinOKEM and S2 sample ciphertexts uniformly at random from {0, 1}clinOKEM and c̃←$

{0, 1}clinOKEM+cloutOKEM , respectively.
We note that when SoutOKEM is the simulator that samples ciphertexts uniformly at random

from {0, 1}cloutOKEM , then S1 = S2.3

Proof. Game 0. We start with the security game for SPR-CCA (GSPR-CCA
OEINC,S1(A)).

Case I.

In the first case, we reduce to SPR-CCA security of the outer OKEM, and proceed via a
series of game hops.

Game I.0. In GI.0, we replace (in the challenge encapsulation yielding K ∗1 and c∗1 ) the outer

OKEM shared secret Kout and ciphertext cout with a random key K̃out←$KoutOKEM and
simulated ciphertext c̃out←$ SoutOKEM. We bound the adversary’s difference in advantage by
a reduction B1 to the SPR-CCA of outOKEM w.r.t the simulator SoutOKEM. B1 obtains the
SPR-CCA challenge (pk , c∗,K ∗) for outOKEM and simulates the game as follows for A. It
uses pk in place of pkout. When ODecap is called, if cout = c∗ (in line 17 of Figure 4) then B1
computes the remainder of Decap using K ∗ as Kout; else, if cout ̸= c∗ then B1 queries its
SPR-CCA decapsulation oracle (for outOKEM) and uses the response as Kout.

If (c∗,K ∗) are real values then B1 exactly simulates G0 to A; else, B1 simulates GI.0 to
A. Therefore:

Pr[G0]− Pr[GI.0] ≤ AdvSPR-CCAoutOKEM,SoutOKEM
(B1).

Game I.1. In GI.1, for the computation of the challenge shared secret K ∗1 , we replace the

output Koe,Kok of G(K̃out) with uniformly random K̃oe, K̃ok, in particular for the challenge.
We bound the difference in this step by a reduction B2 to the PRG security of G. The
reduction uses its oracle in place of G, simulating either GI.0 (if the G oracle output is real)
or GI.1 (if the G oracle output is random), giving:

Pr[GI.0]− Pr[GI.1] ≤ AdvPRGG (B2).

3Our result for SPR-CCA security is specific to the case where the inner KEM produces ciphertexts that
look like random bitstrings. It can be generalized to the case where both outer and inner KEMs produce
structured, simulatable ciphertexts (e.g., in many non-obfuscated KEMs) by assuming that SE is an ideal
cipher, using a generalized definition of strong-ctxt-unif that captures indistinguishability from simulated
ciphertexts, and adjusting the proof accordingly. Our focus here is on obfuscated KEMs with uniformly
random ciphertexts.
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Encap(pk):

1 (pkout, pk in)← pk

2 (K̃out, c̃out)←$KoutOKEM × SoutOKEM // GI.0

3 (K̃oe, K̃ok)←$ {0, 1}clinOKEM × ... // GI.1

4 (Kin, cin)←$ inOKEM.Encap(pk in)

5 c′in ← SE.Enc(K̃oe, cin)

6 c ← cout∥c′in
7 K ← W̃(Kin, c) // GI.2

8 return (K , c)

Decap(sk , c):

9 (skout, sk in)← sk

10 cout∥c′in ← c

11 if cout ̸= c̃out then . . . // handle regularly

// else: use K̃oe, K̃ok

12 cin ← SE.Dec(K̃oe, c′in)

13 Kin ← inOKEM.Decap(sk in, cin)

14 K ← W̃(Kin , c) // GI.3: Kin ← 0

15 return K

Figure 5: Modifications in the game hops GI.0–GI.3 of the SPR-CCA proof, case (I), to the
encapsulation and decapsulation algorithms of OEINC (Figure 2, line 9 resp. 15).

Game I.2. We now replace evaluations of W(K̃ok, ·, ·) with a random function W̃(·, ·).
This in particular replaces the challenge shared secret K with a uniformly random value,
independent of outputs of the decapsulation oracle since the third input c to W must be
distinct from the challenge c∗ for each query.

We bound this step by a reduction B3 to the split-key pseudorandomness of W, where B3
uses its oracle in place of calls to W(K̃ok, ·, ·). It follows that

Pr[GI.1]− Pr[GI.2] ≤ AdvskPRFW,1 (B3).

Game I.3. Next, we rewrite the decapsulation oracle when queried with the challenge
outer ciphertext c̃out in a way that is unnoticeable to the adversary. First, we fix the Kin

input to W̃ (Figure 5, line 14) to a zero string. Since Kin is deterministically derived from the

second input c = c̃out∥c′in (as K̃oe and sk in are fixed), this does not change the distribution
of K : decapsulating a ciphertext c = c̃out∥c′in will yield distinct, randomly sampled shared
secrets for distinct c′in. Then

Pr[GI.2] = Pr[GI.3].

From this point on, we no longer need to decapsulate the corresponding inner ciphertext
(lines 12 and 13 of Figure 5 highlighted in gray), and hence also do not need to use K̃oe

anymore to decrypt c′in when answering decapsulation queries on ciphertexts containing the
challenge outer ciphertext c̃out.

Game I.4. Finally, in GI.4 we replace the encrypted inner ciphertext c′in of the challenge
with random bits of length clinOKEM, by a reduction B4 to the OT-IND$ security of SE. B4, on
input cin, obtains a challenge ciphertext c∗ and simulates the game for A, replacing c′in with

c∗ in the challenge ciphertext. Importantly, B4 does not need to know the encryption key K̃oe

to answer decapsulation queries on ciphertexts containing the challenge outer ciphertext c̃out,
as per GI.3.

Hence B4 exactly simulates GI.3 or GI.4 to A. Therefore:

Pr[GI.3]− Pr[GI.4] ≤ AdvOT-IND$
SE (B4).

At this point, by GI.0 and GI.4, the ciphertext received by A is uniformly random and by
GI.2 the key is uniformly random. Therefore,

AdvGI.4

OEINC,S1(A) = 0.
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Collecting the bounds yields the theorem statement.

Case II.

In the second case, we reduce to SPR-CCA security of inOKEM and strong-ctxt-unif security
of outOKEM.

Game II.0. In GII.0, we replace (in the challenge encapsulation yielding K ∗1 and c∗1 ) the in-

ner OKEM shared secret Kin and ciphertext cin with a random shared secret K̃in←$KinOKEM

and random ciphertext c̃in←$ {0, 1}clinOKEM . The adversary A’s advantage is then bounded by
a reduction C1 to the SPR-CCA security of inOKEM with respect to the simulator SinOKEM

that samples ciphertexts uniformly at random from {0, 1}clinOKEM . C1 obtains an SPR-CCA
challenge (pk , c∗,K ∗) and simulates the game for A by using pk in place of pk in. When
ODecap is called, if cin = c∗ (in line 20 of Figure 4), then C1 uses K ∗ in place of Kin; else
(when cin ̸= c∗), C1 queries its SPR-CCA decapsulation oracle (for inOKEM) and uses the
response as Kin.

If (c∗,K ∗) are real then C1 exactly simulates G0 to A. Otherwise, C1 simulates GII.0 to
A. Thus,

Pr[G0]− Pr[GII.0] ≤ AdvSPR-CCAinOKEM,SinOKEM
(C1).

Game II.1. Next, we replace evaluations of W(·, K̃in, ·) with a random function. This in
particular replaces K (both in the challenge computation and in the decapsulation oracle)
with a uniformly random value, independent of outputs of the decapsulation oracle since the
third input c to W is distinct from the challenge c∗ for each query. This step is bounded by
a reduction C2 to the split-key pseudorandomness of W, where C2 uses its oracle in place of
calls to W(·, K̃in, ·). Since K̃in is random by GII.0, it follows that

Pr[GII.0]− Pr[GII.1] ≤ AdvskPRFW,2 (C2).

Game II.2. In GII.2, we replace (in the challenge encapsulation) the encrypted inner
ciphertext c′in with a random ciphertext in {0, 1}clinOKEM . This follows directly from the fact
that SE.Enc(Koe, ·) is a permutation over {0, 1}clinOKEM and that c̃in is a random bitstring (by
GII.0). Therefore,

Pr[GII.1] = Pr[GII.2].

Game II.3. Now, the final shared secret K and the inner ciphertext are random (and
independent of Kout), so it only remains to replace the outer ciphertext cout with random. In
GII.3, we replace cout with a randomly sampled ciphertext from {0, 1}cloutOKEM . We bound this
change by a reduction C3 to the strong-ctxt-unif of outOKEM. In particular, C3 simulates
the game for A by using its challenge ciphertext c∗ from the strong-ctxt-unif game in place
of cout. To answer ODecap queries, C3 uses the given sk from the strong-ctxt-unif challenge
to simulate calls to outOKEM.Decap(skout, cout). Then, C3 exactly simulates GII.2 (if the
strong-ctxt-unif challenge is real) or GII.3 (if the strong-ctxt-unif challenge is random) to A.
Therefore,

Pr[GII.2]− Pr[GII.3] ≤ Advstrong-ctxt-unifoutOKEM (C3).
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Now, each of K , cout, and c′in are random. Hence, the adversary A can only guess the
challenge bit b:

AdvGII.3

OEINC,S2(A) = 0.

Collecting the bounds yields the theorem statement.

3.4 Ciphertext Uniformity

A hybrid ciphertext uniformity guarantee holds if the outer OKEM has statistical (regular)
ciphertext uniformity. When the computational assumption underlying inOKEM is broken
and the assumption underlying outOKEM holds, the outer KEM ciphertext is still uniformly
random by its ciphertext uniformity, and the shared secret derived from outOKEM is used
to encrypt the inner ciphertext, thus retaining its uniformity. Notably, the encryption
step should not provide any additional information about the inner ciphertext; any use of
authentication (such as AE or a MAC) would provide an oracle to the adversary distinguishing
inner ciphertexts from random. On the other hand, if the outOKEM assumption is broken,
then the encryption key no longer provides any guarantee, so ciphertext uniformity relies on
that of both the outer and inner ciphertexts.

Theorem 3.3 (reg-ctxt-unif of OEINC). Let OEINC = OEINC[outOKEM, inOKEM,SE,G,W]
be a combined OKEM as defined in Figure 4. For any adversary A against the regular
ciphertext uniformity (Definition 2.7) of OEINC, we give algorithms B1–B4 and C1–C2 such
that

Advreg-ctxt-unifOKEM (A) ≤ AdvIND-CPA
outOKEM(B1) + AdvPRGG (B2) + AdvOT-IND$

SE (B3)

+ Advreg-ctxt-unifoutOKEM (B4),

and

Advreg-ctxt-unifOKEM (A) ≤ Advreg-ctxt-unifinOKEM (C1) + Advreg-ctxt-unifoutOKEM (C2).

Proof. Game 0. We proceed via a series of game hops, starting with the security game for
reg-ctxt-unif, Greg-ctxt-unif

OEINC (A).

Case I.

In the first case, we begin by reducing to IND-CPA security and reg-ctxt-unif of the outer
KEM.

Game I.0. In GI.0, we replace the outer KEM shared secret Kout with a uniformly random
shared secret K̃out. All values derived from Kout use the random value K̃out.

We bound the difference in this step by a reduction B1 to the IND-CPA security of
outOKEM. B1 obtains the IND-CPA challenge (pk , c∗,K ∗) and simulates the game for A
by using pk , c∗, and K ∗ as pkout, cout, and Kout, respectively. (Note that there are no
decapsulation queries to be handled for reg-ctxt-unif security.) If K ∗ is a real KEM shared
secret then B1 has exactly simulated G0 to A; else, if K ∗ is random, then B1 has exactly
simulated GI.0 to A. Therefore:

Pr[G0]− Pr[GI.0] ≤ AdvIND-CPA
outOKEM(B1).
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Game I.1. In GI.1, we replace (Koe,Kok) with uniformly random values K̃oe, and K̃ok. We
bound the difference in this step by a reduction B2 to the PRG security of G. The reduction
uses its input in place of Koe,Kok. Since Kout is random by GI.0, B2 simulates either GI.0 or
GI.1, giving:

Pr[GI.0]− Pr[GI.1] ≤ AdvPRGG (B2).

Game I.2. In GI.2, we replace the encrypted inner ciphertext c′in of the challenge with
a random ciphertext in {0, 1}clinOKEM . Note that Koe is random by GI.1, so this change can
be bounded by a reduction B3 to the OT-IND$ security of SE. B3 obtains a challenge
ciphertext c∗ and simulates the game for A, replacing c′in with c∗. It follows that:

Pr[GI.1]− Pr[GI.2] ≤ AdvOT-IND$
SE (B3).

Game I.3. Finally, in GI.3, we replace the outer KEM ciphertext cout with a random
ciphertext in {0, 1}cloutOKEM . We bound the difference by a reduction B4 to the reg-ctxt-unif of
outOKEM. B4 uses its ciphertext challenge cb in place of cout and pk for pkout; note that
Kout isn’t used anymore at this point. Exactly simulating GI.2 if cb is real, and simulating
GI.3 is cb is random, we have that:

Pr[GI.2]− Pr[GI.3] ≤ Advreg-ctxt-unifoutOKEM (B4).

Now, the ciphertext received by B consists of a random cout ∈ {0, 1}cloutOKEM by GI.3, and a
random c′in ∈ {0, 1}clinOKEM by GI.2. Hence, A has no better chance than guessing the challenge
bit b:

AdvGI.3

OEINC(A) = 0.

Case II.

This case reduces to reg-ctxt-unif of inOKEM and outOKEM.

Game II.0. In GII.0, we replace the inner ciphertext cin with a random ciphertext in
{0, 1}clinOKEM . We bound the difference by a reduction C1 to the reg-ctxt-unif of inOKEM.
C1 uses its ciphertext challenge cb in place of cin, and pk , K in place of pk in, Kin. This
simulates G0 if cb is real, and GII.0 if cb is random:

Pr[G0]− Pr[GII.0] ≤ Advreg-ctxt-unifinOKEM (C1).

Game II.1. Next, we replace c′in with a random ciphertext in {0, 1}clinOKEM in GII.1. cin
is random by GII.0, so it follows directly from the fact that SE.Enc(Koe, ·) is a permutation
over {0, 1}clinOKEM , for a fixed key Koe, that:

Pr[GII.0] = Pr[GII.1].

Game II.2. Lastly, in GII.2, we replace the outer ciphertext cout with a random ciphertext
in {0, 1}cloutOKEM . We bound this by a reduction C2 to reg-ctxt-unif of outOKEM. C2 simulates
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either GII.1 or GII.2 by using its challenge ciphertext in place of cout (and pk , K in place of
pkout, Kout). Therefore:

Pr[GII.1]− Pr[GII.2] ≤ Advreg-ctxt-unifoutOKEM (C2).

At this point, both c′in and cout are random bitstrings. Thus, A can only guess the
challenge bit b:

AdvGII.2

OEINC(A) = 0.

Collecting the bounds yields the theorem statement.

3.5 Public Key Uniformity

Finally, OEINC only has public key uniformity as long as both underlying OKEMs retain
their public key uniformity. Since no shared key material is available when distributing
a public key, there is little that would help in obfuscating a public key if the underlying
assumption is broken. Thus, if one of the schemes does not have statistical public key
uniformity, there does not appear to be a way to construct a scheme with hybrid public key
uniformity, barring some additional PKI-like infrastructure. OEINC does achieve public key
uniformity conditioned on the public key uniformity of both underlying schemes:

Theorem 3.4 (pk-unif of OEINC). Let OEINC = OEINC[outOKEM, inOKEM,SE,G,W] be
a combined OKEM as defined in Figure 4. For any adversary A against the public key
uniformity (Definition 2.6) of OEINC, we give algorithms B1, B2 such that

Advpk-unifOEINC(A) ≤ Advpk-unifoutOKEM(B1) + Advpk-unifinOKEM(B2)

We defer the proof of public key uniformity to Appendix C.2.

3.6 Instantiating the Combiner

Following our results for OEINC, we now know that we can construct an OKEM with hybrid
guarantees when the outer OKEM has statistical strong ciphertext uniformity. Previous work
[GSV24] constructed an MLWE-based OKEM, ML-Kemeleon, from ML-KEM and Kemeleon
encodings, notably whose ciphertext (and public key) uniformity depends on the MLWE
assumption, i.e., it is not statistical. Similarly, Saber [DKRV18] and FrodoKEM [BCD+16]
achieve uniformity from MLWR and LWE assumptions, respectively. These are natural
choices for the inner OKEM. As for the outer OKEM, we can construct a (classically-
secure) OKEM using DHKEM [BBLW22] and Elligator2 [BHKL13] or Elligator2 [Tib14]
encodings. We provide the details of this construction, denoted DHKEM-Ell2, and related
security properties in Appendix D. Importantly, Elligator-style encodings do not rely on any
underlying computational assumptions for uniformity guarantees, thus giving the resulting
OKEM statistical strong ciphertext uniformity. Both ML-Kemeleon and DHKEM-Ell2 are
SPR-CCA-secure with respect to simulators that output random bitstrings. The symmetric
encryption SE can be instantiated with XOR (noting that the one-time pad gives an OT-IND$
guarantee, and is a permutation over bitstrings for a fixed key). Therefore, instantiating
OEINC = OEINC[DHKEM-Ell2,ML-Kemeleon,⊕,G,W] for any reasonable choice of PRG G
and split-key PRF W (e.g., see [GHP18, BBF+19]) provides the desired hybrid guarantees.

We now explore alternative options for instantiating the combined OKEM, omitting any
further discussion of SE, G, and W, as they can be instantiated with ⊕, any secure PRG, and
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Table 1: Security properties of combiners instantiated with different input (O)KEMs. Un-
derlying computational assumptions are given in parentheses. Dots in the table indicate:
(at least) one of the underlying assumptions must hold, i.e., hybrid guarantee ( ); the
assumption of the outer KEM must hold ( ); both underlying assumptions must hold ( );
or the property does not hold (–). For SPR-CCA, subscripts indicate whether the respective
simulator samples bitstrings ($) or uniform ciphertexts from the ciphertext space (C).

Combined KEM IND-CCA SPR-CCA reg-ctxt-unif pk-unif

OEINC Outer and Inner KEM

DHKEM-Ell2(GapDH)

ML-Kemeleon(MLWE)

$Saber (MLWR)

FrodoKEM (LWE)

ML-Kemeleon(MLWE) DHKEM-Ell2(GapDH) $

DHKEM-Ell2(GapDH) ML-KEM(MLWE) $ –

DHKEM(GapDH) ML-KEM(MLWE) C – –

X-Wing [BCD+24]
C – –

(MLWE, GapDH)

Parallel Combiner [GHP18, BBF+19]

$ML-Kemeleon + DHKEM-Ell2
(MLWE, GapDH)

any split-key PRF, respectively. Table 1 summarizes the properties of each of the following
variants, and compares them with the security properties provided by X-Wing [BCD+24]
(which does not use obfuscated KEMs) and the generic parallel combiner [GHP18, BBF+19]
instantiated with two obfuscated KEMs.

Non-obfuscated KEMs. It should be noted that the OEINC construction is not restricted
to only OKEMs. Ignoring the step that encodes public keys, one can use any KEM as an
input to the combiner. It is then interesting to ask what properties are maintained by the
combiner in such cases. Of course, using any two IND-CCA secure KEMs (e.g., ML-KEM and
DHKEM) results in an IND-CCA combined KEM. The remaining properties depend on the
input KEMs. For example, using ML-KEM as the inner KEM and DHKEM as the outer KEM,
the combined KEM would not achieve public key or ciphertext uniformity; however, it does
achieve SPR-CCA security with respect to a simulator that outputs structured ciphertexts
(i.e., DH values concatenated with random bitstrings resulting from encrypting ML-KEM
ciphertexts), assuming that the outer KEM retains its SPR-CCA security. It is important to
note that if the assumption underlying DHKEM is broken, then this construction no longer
achieves SPR-CCA security, regardless of the security of the inner KEM.

Outer OKEM and inner KEM. Alternatively, one might ask what happens if only
the outer KEM is obfuscated and the inner KEM is not. To illustrate, we consider the
combination of DHKEM-Ell2 as the outer KEM and ML-KEM as the inner KEM. It is easy to
see that IND-CCA security is maintained as a hybrid guarantee and that public key uniformity
is no longer achieved. The combined KEM in this case would still have SPR-CCA security
with respect to a simulator that outputs random bitstrings, as long as at least one of the
input KEMs is SPR-CCA-secure (i.e., the hybrid guarantee is maintained). The notable
difference is that there is no hybrid guarantee for ciphertext uniformity, which now relies
on the IND-CPA security and ciphertext uniformity of DHKEM-Ell2 (since ML-KEM has no
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ciphertext uniformity).

Outer OKEM without strong-ctxt-unif. Finally, we ask what happens if we use
ML-Kemeleon as the outer KEM and DHKEM-Ell2 as the inner KEM (swapping the or-
der of our initial proposed instantiation). The (hybrid) IND-CCA and (non-hybrid) public key
uniformity guarantees remain the same as in the original case. SPR-CCA is not a hybrid guar-
antee anymore and now depends on SPR-CCA security of ML-Kemeleon, since ML-Kemeleon
does not have statistical strong ciphertext uniformity. Nonetheless, the SPR-CCA guar-
antee still holds with respect to a simulator that outputs random bitstrings. Similarly,
ciphertext uniformity requires now that the ciphertext uniformity (and IND-CPA security) of
ML-Kemeleon is maintained (i.e., no hybrid guarantee).

4 A Hybrid Obfuscated Key Exchange Protocol

We now present Drivel, a revised version of the post-quantum variant pq-obfs [GSV24]
of Tor’s obfs4 protocol that enables hybrid security guarantees. We recall the purpose of
an obfuscated key exchange protocol [GSV24] is to permit a client with prior knowledge
of a server’s public key to establish a fresh session key with the server, such that (1) no
passive adversary can distinguish the handshake from a random sequence of messages of
the same length and ordering; and (2) the server is otherwise quiet, meaning it does not
respond to any messages sent by an adversary that does not demonstrate knowledge of the
server’s public key. The intention of the obfs4 protocol in particular is to provide a layer
of obfuscated traffic that does not match a censor’s protocol blocklist and is secure against
probing by censors. We state the security goals in more detail below.

1. Key indistinguishability. A Bellare–Rogaway-style [BR94] notion of key indistin-
guishability requires that the shared key derived in the protocol must be indistinguish-
able from random. Formally, an adversary actively interacts with multiple sessions,
is allowed to reveal user and session keys, and must guess the challenge bit b used in
a Test oracle which returns either real or random session keys depending on b. (A
Fresh predicate prevents trivial attacks like testing and revealing the same key.) We
also aim for forward secrecy : session keys must remain secure if the involved server’s
long-term secret key is later compromised.

2. Obfuscation. The protocol transcript should be indistinguishable from a simulated
transcript, where the simulator S is a parameter of the security definition. As with
pq-obfs, we prove obfuscation with respect to a simulator that outputs random
messages of varying lengths. This captures the idea that the protocol should lie within
some class of protocols where all transmitted data appears to be random bits.

An adversary’s goal is to guess the challenge bit b used in a ChallExec oracle which
returns either real or simulated transcripts of the protocol (and real or random keys,
respectively). The challenge bit b is the same as is used in Test queries. The adversary
must not violate the ObfFresh predicate, which requires that the server’s secret key is
not revealed (i.e., we aim for strong obfuscation as defined in [GSV24]).

3. Probing resistance. The protocol should be resistant to active probing, where
censors probe suspicious proxy servers in an attempt to identify them. In particular,
a responder should not respond to messages from an initiator who has not proven
knowledge of the responder’s public key. This is captured within the Send oracle
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and the Probed flag: If the adversary successfully elicits a non-empty response from a
responder, whose public key is not revealed, in response to a message not previously
sent by an honest initiator, then the adversary wins.

4. Explicit authentication. Finally, ExplicitAuth ensures explicit authentication of the
server. An adversary wins if it causes a client to accept a session without a partnered
server session existing.

4.1 Shortcomings of the pq-obfs Protocol

We identify a key issue that prevents pq-obfs from achieving hybrid guarantees, even when
instantiated with a hybrid OKEM. In the first round of pq-obfs, the client, who knows the
server’s static KEM public key pkS , encapsulates to pkS , yielding (cS ,KS). The client also
generates an ephemeral keypair (ske, pke)←$ KEM.KGen(). In the first message, the client
sends cS and pke to the server. The server will decapsulate cS and use pke to establish a
fresh session key with the client. The issue with this construction is that pke is sent to the
server in the clear, requiring public key uniformity (pk-unif) from the ephemeral OKEM.
However, we do not know of an existing OKEM with hybrid public key uniformity guarantees.
In other words, pq-obfs with a hybrid OKEM has obfuscation that is only as strong as the
weakest pk-unif of its underlying OKEMs, voiding the hybrid guarantees on the key exchange
level.

4.2 The Drivel Protocol

We propose the Drivel protocol which addresses the above hybrid obfuscation barrier
of pq-obfs while achieving the same security goals. In short, the key insight is to en-
crypt the ephemeral public key and ciphertext using a key derived from the shared secret
from the static (O)KEM encapsulation. That way, Drivel, unlike pq-obfs, does not re-
quire public-key uniformity of the deployed (hybrid) ephemeral KEM, which is the only
OKEM property for which OEINC does not achieve hybrid guarantees. Furthermore, ad-
ditionally encrypting the ephemeral ciphertext means that for the ephemeral KEM, a
regular (non-obfuscated) KEM suffices, improving efficiency. Instantiating Drivel with
OEINC[DHKEM-Ell2,ML-Kemeleon,⊕,G,W] (for reasonable PRG G and PRF W) as the
static KEM and any hybrid IND-1CCA-secure (non-obfuscated) KEM as the ephemeral KEM
hence yields a readily implementable hybrid obfuscated key exchange protocol. The final
structure remains closely aligned with pq-obfs, and, thus, the currently deployed obfs4

protocol.
We describe the protocol at a high level. We retain from pq-obfs the general structure

of ephemeral and static KEM encapsulations, and the key schedule (modulo deriving the
additional encryption keys), so that we need only rely on standard assumptions (avoiding any
random oracles). The full description can be found in Figure 6. In this setting, we assume
that the server has published semi-private information, namely its OKEM public key and an
identifier NodeID ∈ {0, 1}nl, to a distribution service that only honest clients are intended to
have access to. In practice, this can be a bridge distribution service, as used with Tor, or
another out-of-band sharing mechanism. Although pre-shared semi-private information is a
seemingly strong assumption, it is already an assumption of obfs4.

Client to server message. A client who knows the server’s public key and NodeID begins
by generating a fresh ephemeral KEM keypair. It then establishes a shared secret with
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the server by encapsulating to the server’s static OKEM public key. The client sends this
ciphertext along with the ephemeral public key (encrypted, using a key derived from the
static OKEM encapsulation), randomized padding, and MACs which include the server’s
public key and NodeID .

Server to client message. The server decapsulates and checks the MACs. On success, it
encapsulates to the client’s ephemeral public key, and sends back the ciphertext (encrypted
using a key derived from the static OKEM encapsulation), along with padding and MACs. The
user verifies these and derives the session key using the ephemeral-ephemeral and ephemeral-
static KEM shared secrets, as well as the corresponding public keys and ciphertexts.

MACs. The MAC tags MC and MS are intended to aid in parsing the variable-length
messages. In particular, the server may continue sending data immediately following its
message to the client, and so the MS marker identifies where the initial handshake message
(and variable length padding) ends. The client’s tag MC is not strictly necessary, as the
server may parse the handshake message from the end; however, we leave it in the description
for symmetry and to allow for potentially more flexible designs in the future (e.g., the client
sending data immediately following its handshake message).

Replay protection. We assume that, for replay protection, the protocol works in epochs;
the client includes its epoch in MAC tag MACC . The server checks that this epoch is within
a valid range, and stores the set of MAC values seen in its state SMAC per epoch. To simplify
the presentation, we omit epochs here.

Instantiating the protocol. Like pq-obfs, Drivel relies on a secure pseudorandom
function F1 with (default) output length fl1 and a dual-PRF F2 with output length fl2.
In addition, we employ an OT-IND$-secure symmetric encryption scheme SE. To handle
potentially varying key lengths, we ask that F1 also supports variable output lengths, where
the output length is optionally specified through the function’s third input (by default, it
is fl1). Unlike pq-obfs, Drivel does not require the ephemeral KEM to have public key
or ciphertext uniformity. Instead, the client’s ephemeral KEM public key is encrypted
with a key derived from the static KEM, as is the server’s ciphertext response. Thus, any
IND-1CCA-secure KEM can be used for the ephemeral KEM, and any OKEM with IND-CCA
security, SPR-CCA security, and ciphertext uniformity can be used for the static OKEM.

This can be achieved, for example, with an obfuscated KEM constructed using OEINC from
Section 3 (see Table 1 for examples). The ephemeral KEM can be instantiated with any regular
(i.e., not necessarily obfuscated) KEM with IND-1CCA security (e.g., X-Wing [BCD+24] would
provide hybrid guarantees4). We can instantiate F1 with HKDF-Expand [Kra10, KE10] and
F2 with HMAC [BCK96, KBC97]; the latter’s dual-PRF security for fixed-length keys is
proven in [BBGS23]. The symmetric encryption scheme, requiring only OT-IND$ security,
can be instantiated with XOR with appropriate key lengths kl1, kl2 matching the ephemeral
KEM’s public key and ciphertext lengths.

4.3 Security

We use the security model of obfuscated key exchange from [GSV24], denoted sObfKE,
discussed informally at the start of this section; we provide the full details in Appendix E for
reference. In addition to the details of the model specific to the desired security properties

4In fact, even faster options are possible. Most lattice-based IND-CCA KEMs use a variant of the
Fujisaki–Okamoto transform [FO99], which requires the decapsulator to re-encrypt the message to check for
tampering. With the relaxation to IND-1CCA, this step is no longer necessary [JMZ23].
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Server key generation/setup

NodeID ←$ {0, 1}nl
(pkS , skS , )←$ OKEM.KGen()
st .SMAC ← ∅
return ((skS ,NodeID), (pkS ,NodeID), st)

Client Serverknows (pkS ,NodeID) knows (skS ,NodeID)

(ske, pke)←$ KEM.KGen()
PC ←$DpadC

(cS ,KS)←$ OKEM.Encap(pkS)

ES ← F2(NodeID ,KS)

EK 1 ← F1(ES , “:enckey1”, kl1)

EK 2 ← F1(ES , “:enckey2”, kl2)

epke ← SE.Enc(EK 1, pke)

MC ← F1(ES , epke∥cS∥“:mc”)
MACC ← F1(ES , epke∥cS∥PC∥MC∥“:mac c”)

msgC = epke∥cS∥PC∥MC∥MACC

epke ← msgC [1..ol] ; cS ← msgC [ol+ 1..ol+ cl]

KS ← OKEM.Decap(skS , cS)

ES ← F2(NodeID ,KS)

EK 1 ← F1(ES , “:enckey1”, kl1)

EK 2 ← F1(ES , “:enckey2”, kl2)

MC ← F1(ES, epke∥cS∥“:mc”)
parse (epke∥cS∥PC∥MC∥MACC )← msgC using MC ; else break

if F1(ES , epke∥cS∥PC∥MC∥“:mac c”) ̸= MACC : break

if MACC ∈ st .SMAC : break
pke ← SE.Dec(EK 1, epke)

(ce,Ke)←$ KEM.Encap(pke)

ecte ← SE.Enc(EK 2, ce)

protoID ← “Drivel”

ES ′ ← F1(ES , “:derive key”) ; FS ← F2(ES
′,Ke)

context ← pkS∥cS∥pke∥ce∥protoID
skey ← F1(FS , context∥“:key extract”)

auth ← F1(FS , context∥“:server mac”)
PS ←$DpadS

MS ← F1(ES , ecte∥“:ms”)
MAC S ← F1(ES , ecte∥auth∥PS∥MS∥“:mac s”)

msgS = ecte∥auth∥PS∥MS∥MAC S

ecte ← msgS [1..cl]

MS ← F1(ES, ecte∥“:ms”)
parse (ecte∥auth∥PS∥MS∥MAC S )← msgS using MS ; else break

if F1(ES , ecte∥auth∥PS∥MS∥“:mac s”) ̸= MAC S : break

ce ← SE.Dec(EK 2, ecte)

Ke ← KEM.Decap(ske, ce)

protoID ← “Drivel”

ES ′ ← F1(ES , “:derive key”) ; FS ← F2(ES
′,Ke)

context ← pkS∥cS∥pke∥ce∥protoID
skey ← F1(FS , context∥“:key extract”)

if F1(FS , context∥“:server mac”) ̸= auth: break

Figure 6: The Drivel obfuscated key exchange protocol. OKEM is an OKEM satisfying
IND-CCA, SPR-CCA, and ciphertext uniformity. KEM is an IND-1CCA-secure KEM. SE is
an OT-IND$-secure symmetric encryption scheme. F1 is a PRF and F2 is a dual PRF. Core
differences to the pq-obfs protocol from [GSV24] are highlighted in blue boxes.
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described above, session identifiers are used to determine that two sessions are partnered,
while contributive identifiers are used to determine when a responder session has an honest
communication partner. The security analysis makes use of a selective security variant of the
game, where the adversary has to commit upfront to winning via (1) a single Test query to
a pre-declared session, or (2) a single ChallExec query against a pre-declared server. This
variant implies full security via a hybrid argument, as shown in [GSV24].

Simulator definition. We establish sObfKE security with respect to the following sim-
ulator SDrivel which outputs two uniformly random messages of length dependent on the
Drivel distribution of padding:

SDrivel:
1 PC ←$DpadC ; PS ←$DpadS // sample client/server padding according to distribution

2 m1←$ {0, 1}epl+cl+2·fl1+|PC |
// 1x encrypted pk + 1x ctxt + 2x F1 outputs (MACs) + client padding

3 m2←$ {0, 1}ecl+3·fl1+|PS | // 1x encrypted ctxt + 3x F1 outputs (auth and MACs) + server padding

4 return (m1,m2)

Here, epl, ecl are the lengths of the encrypted ephemeral KEM public key and ciphertext,
respectively, fl1 is the (default) output length of the PRF F1, and cl is the ciphertext length
of OKEM.

Session and contributive identifiers. We set the session identifier as sid := (pke, ce, pkS , cS)
where pke is the initiator’s KEM public key and ce is the corresponding KEM ciphertext,
and pkS is the responder’s static KEM public key and cS the corresponding ciphertext. We
set the contributive identifier to cid := (pke, cS) upon the client sending or server receiving
the first message.

Theorem 4.1. Let Drivel be defined as in Figure 6. For any sObfKE adversary A against
Drivel, we give algorithms B1–B17 such that

AdvsObfKE
Drivel,SDrivel(A) ≤ 2 ·

(
pkcollKEM(ns) + pkcollOKEM(nr) + ns · (δOKEM + δKEM)

+ nsnr ·
(
AdvPRFF2

(B1) + AdvPRFF1
(B2) +

1

2fl1

)
+ nsnr ·

(
AdvIND-CCA

OKEM (B3) + Advswap-PRFF2
(B4) + AdvPRFF1

(B5)

+ AdvPRFF2
(B6) + AdvPRFF1

(B7) +
1

2fl1

)
+ (ns + nrqC) ·

(
ns ·

(
AdvIND-1CCA

KEM (B8) + Advswap-PRFF2
(B9) + AdvPRFF1

(B10)
)

+ AdvSPR-CCAOKEM,S$(B11) + Advswap-PRFF2
(B12)

+AdvPRFF1
(B13)+AdvPRFF2

(B14)+AdvPRFF1
(B15)

+ AdvOT-IND$
SE (B16) + AdvOT-IND$

SE (B17)
))

,

where A makes at most qC ChallExec queries; ns, nr are the number of sessions and servers
(parties in responder role) that A interacts with, respectively; fl1 is the output bit-length of F1;
and S$ outputs a random ciphertext from {0, 1}cl.
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Due to the intentional similarity of Drivel to pq-obfs, the proof of Theorem 4.1 follows
closely (in large parts verbatim) the security proof for pq-obfs from [GSV24]. Here, we
provide a proof sketch with the main changes compared to the proof for pq-obfs underlined;
the complete proof is deferred to Appendix F.

Proof sketch. We proceed via a series of game hops and branches, considering each clause in
Finalize. We rule out KEM public key collisions (term pkcollKEM(ns)+pkcollOKEM(nr)) and
assume correct decapsulation in all sessions (ns · (δOKEM + δKEM)), which ensures soundness
(Sound).

A first branch then rules out that A successfully probes a server (Probed): we guess
the first server and session that sets Probed (with a ns · nr loss). From that server’s
uncompromised semi-private NodeID , we apply PRF security twice to turn ES and then
MACC into random values. After this, we observe that Probed is set if a non–initiator-first
message m yields a reply by an unrevealed responder. Such a message m is either rejected
due to the replay check, or it is different from all honest initiators’ first messages sent to this
responder. In the second case, m contains the target client MAC value MAC ∗C which is a
random fl1-bit value unknown to A. The adversary A can therefore only guess MAC ∗C ; the
corresponding bound is AdvPRFF2

(B1) + AdvPRFF1
(B2) + 1/2fl1 .

A second branch prevents explicit authentication (ExplicitAuth) from being violated. We
guess the first session violating ExplicitAuth, π∗, and its peer, v∗, (losing a factor ns · nr).
Then we can embed an IND-CCA challenge in that the peer’s public key, the session’s cS ,
and the derived KS shared secret (term AdvIND-CCA

OKEM (B3)). Let (cS ,KS)←$ OKEM.Encap(pkS)
be the encapsulation computed in the target session π∗ with the long-term public key of
v∗. We replace the long-term shared secret KS with a uniformly random K̃S in π∗. All
values derived from KS in π∗ use the randomized value K̃S . We bound the adversary A’s
difference in advantage by a reduction B3 to the IND-CCA security of OKEM. Next, through
four (swap-)PRF hops (B4–B7), we show that this turns auth into a random fl1-bit value
leaving A with a 1/2fl1 chance to violate ExplicitAuth.

We then restrict the adversary to a single-challenge (sObfKE-1) version of the game,
applying the hybrid argument from [GSV24, Theorem 4.3] with a (ns + nrqC) loss. We
separately treat the following two cases.

For Case I (A makes a single Test query), we first guess the (sid - or cid -) partner
session of the tested session (losing a factor ns). We then embed an IND-1CCA challenge in
the ephemeral KEM encapsulation of the test session, π∗, and its partner session, π∗p (term

AdvIND-1CCA
KEM (B8)). In particular, we replace the ephemeral KEM key Ke with a uniformly

random K̃e in the target session π∗. All values derived from Ke in π∗ use the randomized
value K̃e. We bound the adversary A’s difference in advantage by a reduction B8 to the
IND-1CCA security of OKEM. Following this, we apply two (swap-)PRF hops (B9, B10) to
randomize the test session’s key, concluding this case.

For Case II (A makes a single ChallExec query to a pre-determined server), we
embed a SPR-CCA challenge in the long-term KEM encapsulation of the ChallExec
sessions (term AdvSPR-CCAOKEM (B11)), randomizing both cS and KS . Specifically, we replace
the ciphertext cS , as well as the long-term KEM key KS as follows. Instead of running
OKEM.Encap, the initiator samples cS ←$ {0, 1}cl and KS ←$K uniformly at random. We
bound the adversary A’s difference in advantage by a reduction B11 to the SPR-CCA security
of OKEM. Subsequently, we proceed via four (swap-)PRF hops (B12–B15) to randomize the
transcript’s MAC values as well as the encryption keys and session key. The main difference
from the proof of pq-obfs is that in the final steps, we apply the OT-IND$ security of the
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symmetric encryption scheme SE to randomize epke and ecte, corresponding to the terms

AdvOT-IND$
SE (B16) and AdvOT-IND$

SE (B17). At this point, the protocol messages in ChallExec
sessions are uniformly distributed like outputs of the simulator SDrivel, concluding this case
and the proof.

4.4 Additional Features

We now discuss optional features of Drivel which are intended to aid in development and
deployment, but are not included in our security analysis.

Strong obfuscation vs. DoS resistance. Drivel, as described thus far, has strong
obfuscation, meaning that even an adversary who learns the server’s static public key pks

(recall that this is considered semi-private information in our setting) is not able to passively
distinguish a protocol’s transcript from a simulated one. The cost of this advantage is that
the server must perform a decapsulation for every incoming message, even when the other
party does not know the server’s NodeID . Since decapsulations can be costly, this may be
used by an attacker to launch a denial-of-service attack against the server.5

In order to accommodate different deployment environments, the client can optionally
send a cookie in the first round of communication, as was done in the original obfs4
protocol as well as Wireguard [Don17]. Concretely, this cookie may be computed as
HMAC(pks∥NodeID , epke∥cS∥PC∥MC∥MACC ) (the difference from MACC being that a
static key pks∥NodeID is used rather than an ephemeral key ES ). The server can then check
this cookie prior to performing decapsulation, preventing the processing of messages from
clients that do not know NodeID . To prevent replays, the server must store past cookies.

Finally, we note that there are middle ground options between strong and regular obfusca-
tion. For example, a server may publish a temporary pseudorandom token tok, along with its
public key and NodeID , and the client may compute the cookie as HMAC(tok∥pks∥NodeID ,
epke∥cS∥PC∥MC∥MACC ). Thus, if a future token is ever revealed, past protocols using
old tokens are still not distinguishable from random. Temporary tokens can be eschewed
entirely if the server periodically updates its public key pks in a way that is not publicly
reversible (e.g., by generating a brand new key or re-randomizing an existing key using secret
randomness). However for lattice-based OKEMs, public keys are far larger than strictly
necessary to achieve this strong(er) obfuscation property.

Padding distribution. Another difference to pq-obfs is that we enable an arbitrary
distribution of padding to be used. Previously, the padding length (and consequently, the
message length) was chosen uniformly at random from a fixed range. An arbitrary padding
distribution provides more flexibility in traffic patterns, allowing, for example, a padding
distribution that fixes message lengths to match the traffic pattern of another protocol.

Extra data. One may optionally place data encrypted under a key derived from KS in
place of (or in addition to) the padding of the initial message to the server. This is analogous
to the extra data feature of ntor version 3 [Mat21]. We note that this extra data does not
benefit from forward secrecy because it is encrypted under a key derived from the static
KEM encapsulation alone.

5This tradeoff between strong obfuscation and DoS resistance in obfs4 has been previously noted [Ang22].
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A(sid , pw) B(sid , pw)

(pk , sk)←$ KGen()

epk ← Esid∥1
pw (pk) epk pk ← Dsid∥1

pw (epk)

(c, Z)←$ Encap(pk)

c← Dsid∥2
pw (ec) ec ec ← Esid∥2

pw (c)

Z ← Decapsk (c)

K ← H(sid , A,B, epk , ec, Z) K ← H(sid , A,B, epk , ec, Z)

return K return K

Figure 7: The CAKE PAKE [BCP+23]. (E,D) are the encryption and decryption algorithms
of an ideal cipher. sid is the protocol execution’s session identifier, and A,B are the party
identifiers.

5 Hybrid PAKE with Adaptive Security

In this section we describe a method for constructing a password-authenticated key exchange
(PAKE) from an OKEM. When the OKEM has hybrid guarantees, then so does the resulting
PAKE. We distinguish our approach from previous constructions [HR24, LL24] in two ways.
First, our approach achieves adaptive, rather than static, security, since the underlying PAKE
protocol is proven to realize the FPAKE ideal functionality in the Universal Composability
model [Can01] with adaptive corruptions. This answers the open question in [HR24] of
whether such a scheme exists. Second, our approach achieves a new tradeoff between round
complexity and runtime: previous hybrid PAKE constructions include efficient three-round
protocols which use standard lattice-based KEMs, as well as more computationally intensive
one-round protocols using isogenies; our protocol has two rounds, and has computational
overhead that lies in between the two.

5.1 CAKE

We first provide an overview of CAKE [BCP+23], an adaptively-secure PAKE that is gener-
ically constructed from an underlying KEM with certain properties. We observe that an
OKEM with ciphertext and public key uniformity is sufficient to instantiate CAKE. Then,
we construct a hybrid OKEM with unconditional public key uniformity. Together, this yields
the first hybrid adaptively-secure PAKE.

Protocol. A graphical overview of the CAKE protocol can be found in Figure 7. The
protocol begins with the initiator generating a fresh KEM keypair, encrypting the public
key using an ideal cipher with pw as the key, and sending the result to the responder.
The responder decrypts the public key, encapsulates to it, and encrypts the encapsulation
using the ideal cipher with the same password. These ideal ciphers are domain-separated,
represented in the diagram by two distinct session IDs in the superscript of the algorithm.
Finally, the initiator decrypts and decapsulates. The session key is the hash of the KEM
shared secret along with the protocol transcript.

Required KEM properties. CAKE requires its underlying KEM to have IND-CPA security,
anonymity (Definition B.2), and fuzziness (Definition B.1). Recall that when public keys and
ciphertexts are bitstrings, anonymity is strictly weaker than ciphertext uniformity and public
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key uniformity (Definition 2.6) is equivalent to fuzziness (these claims are treated more
rigorously in Appendix B). Thus, CAKE can be instantiated with an OKEM with IND-CPA
security, ciphertext uniformity, and public key uniformity. Further, since encoded public
keys are uniform-looking bitstrings, we may instantiate the ideal cipher with a tweakable
wide block cipher, and use the tweak for domain separation. This is easier to implement and
more efficient than, for example, a custom, constant-time, keyed permutation on the range
[0, q768), as suggested by the CAKE authors for ML-KEM-768 public keys.

5.2 Achieving Hybrid CAKE

Using the OKEM combiner of Section 3, applied to, e.g., DHKEM-Ell2 (outer) andML-Kemeleon
(inner), we obtain an OKEM with hybrid IND-CCA (and, hence, IND-CPA) security and
ciphertext uniformity, but not public key uniformity. Recall that the public key uniformity
of the combined OKEM is the weakest of the underlying public key uniformity properties.
Thus, to construct CAKE with hybrid guarantees, we will need to combine two OKEMs
with statistical public key uniformity. Since our outer KEM already has this property, it
remains only to construct a post-quantum OKEM with statistical public key uniformity.
No post-quantum OKEM we have mentioned so far achieves this; however, we are able to
construct one based on unstructured LWE. We follow the technique hinted at in [HR24] for
constructing a one-round lattice-based PAKE from (superpolynomial modulus) LWE.

Post-quantum statistical public key uniformity. As a starting point, we consider
FrodoKEM [BCD+16], an LWE-based KEM and also a natural OKEM (its public keys
and ciphertexts already perfectly pack into bitstrings). It will suffice to use its IND-CPA-
secure variant, also called FrodoPKE. FrodoKEM is a double-LWE KEM: its public keys and
ciphertexts are both LWE samples. This technique, first described in [LP11], affords the
scheme a meaningful improvement in both security guarantees and ciphertext size compared
to a Regev-style scheme [Reg05], wherein only one of the aforementioned values is an LWE
sample. Unfortunately, double-LWE schemes enjoy only computational public key uniformity,
as that uniformity relies on the hardness of LWE.

We construct a KEM with statistical public key uniformity by simply undoing the
optimization from [LP11]. Concretely, rather than defining the public key vector as an LWE
sample b ← As + e, we define it as the matrix product b ← As. To retain security, we
must modify the dimensions of A and s. Rather than using a square matrix A ∈ Zn×n

q , we

use a rectangular A ∈ Zn×n′
q where n′ ≥ n log2 q. This is necessary to make public keys

statistically close to uniform via the leftover hash lemma [HILL99, LP11]. We call this
construction, after appropriate lifting to the full dimension of the public key and ciphertext,
StatFrodoKEM.

Performance tradeoffs. Due to the necessary parameter changes, ciphertexts grow by a
factor of about log2 q. For StatFrodoKEM, this would result in 144kB ciphertexts in the level
I parameter set, up from 9.6kB.6 This would also cause encapsulation and key generation
time to increase by a similar factor.

CAKE with hybrid OKEM offers a new set of tradeoffs compared to existing hybrid
PAKEs. We summarize these tradeoffs in Table 2. This construction is two rounds, rather
than the three-round sequential combiners and one-round parallel combiners of [HR24, LL24].
In addition, it requires less overall computation than the one-round parallel combiner of

6There may be routes to improve ciphertext size using ideal-lattice-based schemes and leftover hash
analogues [LPR13, DSGKS20], but we leave this to future work.
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Table 2: Comparison of different hybrid PAKE mechanisms at the 128-bit security level.
Estimates of runtime are in cycles on an Intel Skylake CPU, and exclude communication
time. We also include communication overhead and indicate whether a security proof exists
in the adaptive corruption setting. ParComb and SeqComb are the parallel and sequential
combiners defined in [HR24] and identically in [LL24]. X-GA-PAKE is assumed to use the
CTIDH group action [BBC+21] and passwords of bitlength ℓ = 80.

Scheme Rounds
Runtime Comm. Adaptive
(cycles) (kB) corruptions

ParComb[X-GA-PAKE,SPAKE2] 1 5.0× 1010 20.5 x
CAKE[OEINC[DHKEM-Ell2,StatFrodoKEM]] 2 1.3× 108 153.8 ✓
SeqComb[CAKE[FrodoKEM],SPAKE2] 3 2.3× 107 19.4 x

[LL24], which relies on X-GA-PAKE, a supersingular isogeny group action PAKE [AEK+22]
(as well as on a classical PAKE such as SPAKE2 [AP05]). Inferring from benchmarks on Intel
Skylake CPUs [BBC+21, BCD+16] and assuming linear scaling for matrix multiplication,
we estimate the full runtime of CAKE (ignoring communication costs) to be 384× faster than
the one-round alternative. This comes at the cost of an extra communication round and
communication overhead of 7.5×.
Other hybrid PAKEs. A similar set of tradeoffs, albeit without security against adaptive
corruptions, can be achieved by instantiating other KEM-based PAKEs such as OCAKE
[BCP+23] and CHIC [ABJS24]7 with our hybrid OKEM.

6 Future Work

We briefly describe some unresolved questions, which we leave to future work.

UDP-compatible obfuscated key exchange. A common payload limit for UDP packets
on the Internet is 1472 bytes. This is not an issue for Wireguard, which uses elliptic curve
Diffie–Hellman for its key exchange. However, when instantiated with some post-quantum
KEMs, the first round of Drivel exceeds this threshold. Since IPv4 fragmentation is
frequently left disabled due to abuse concerns, there is no obvious way to perform key
exchange over UDP while retaining obfuscation properties. Sequence numbers would violate
obfuscation requirements, and using any pre-shared information to encrypt data (e.g.,
NodeID) would surrender strong obfuscation. Another challenge is managing retransmission
as a result of fragmentation. In addition, stream IDs are necessary for users to be able to
roam, i.e., maintain a connection while changing their IP or outgoing port. Unfortunately,
embedding a stream ID would break obfuscation entirely, and using a symmetric key would
either break strong obfuscation, or require the server to do trial decryptions over its set
of session keys. It is thus an open problem whether these convenient properties can be
recovered in fully encrypted protocols with post-quantum key exchange.

Hybrid ANO-CCA KEMs. Our combiner OEINC immediately yields a KEM providing

7CHIC requires the KEM to be splittable, i.e., that all public keys contain a uniform bitstring. ML-KEM
is already splittable, since the public matrix seed is a uniform bitstring. In addition, DHKEMs are trivially
splittable: we can simply add a sample from {0, 1}λ to the end of any DHKEM public key. Since combining
splittable OKEMs yields a splittable OKEM (via concatenation), we can instantiate hybrid CHIC.

29



hybrid anonymity (ANO-CCA), since SPR-CCA implies ANO-CCA [Xag22]. While SPR-CCA
security provides a clear avenue for proving anonymity, some of the properties we required
in our combiner (in particular, strong ciphertext uniformity) arise specifically to enable
the proof of SPR-CCA. Thus, it is interesting to ask whether a hybrid ANO-CCA KEM (or
anonymous KEM combiner) can be constructed with weaker assumptions on the two input
KEMs, perhaps using a method other than SPR-CCA to prove anonymity.
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advantage of an adversary A against a function G : S → R as
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Definition A.2 (Pseudorandom function). We define the pseudorandom function (PRF)
advantage of an adversary A against a function F : X × Y → Z as

AdvPRFF (A) := Pr
[
AF(k,·)()⇒ 1 | k←$ {0, 1}κ

]
− Pr

[
AR(·)()⇒ 1 | R←$ {all functions : Y → Z}

]
.

Definition A.3 (One-time indistinguishability from random strings (OT-IND$)). Let SE be
a symmetric encryption scheme with key space K and where the length |c| = ℓ(|m|) of the
ciphertext output by encryption only depends on the input message’s length |m|. We define
the OT-IND$ security game as follows.

1. The challenger samples b←$ {0, 1}.

2. A provides a chosen message m to the challenger, who returns either SE.Enc(m) if
b = 1 or a random string c←$ {0, 1}ℓ(|m|) if b = 0.

3. A outputs a guess b′ ∈ {0, 1}.

We define the OT-IND$ advantage of an adversary A as

AdvOT-IND$
SE (A) := 2 · Pr[b′ = b]− 1.

Definition A.4 (nm-PRF-ODH assumption). Let G be a group of prime order q with
generator g, and F : G× {0, 1}∗ → {0, 1}ℓ for ℓ ∈ N be a function.

We define the nm-PRF-ODH security game as follows.

1. The challenger samples b←$ {0, 1}, u, v←$ Zq, and provides G, g, gu, and gv to A,
who responds with a challenge label x∗. A has access to an oracle ODHv(·, ·) that on
input S ∈ G, x ∈ {0, 1}∗ returns y ← F(Sv, x).

2. The challenger computes y0 = F(guv, x∗) and samples y1←$ {0, 1}ℓ uniformly at random,
providing yb to A.

3. A again has access to oracle ODHv(·, ·) that on input S ∈ G, x ∈ {0, 1}∗ returns
y ← F(Sv, x), except that it disallows the input (S, x) = (gu, x∗).

4. Eventually, A stops and outputs a guess b′ ∈ {0, 1}.

We define the nm-PRF-ODH advantage function as

Advnm-PRF-ODH
F,G (A) := 2 · Pr[b′ = b]− 1.

B Relations Between Anonymity Notions

Several of the security properties that we have proven for our obfuscated KEM combiner —
strong pseudorandomness (SPR-CCA), ciphertext uniformity, and public key uniformity —
relate to existing notions of anonymity and pseudorandomness of KEMs. We compare the
goals of these notions and discuss how they relate to one another. [JRX24, Table 3] provides
a nice summary of PAKE-related notions of pseudorandomness and anonymity. We reiterate
their observations and extend them to include additional properties.
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GANO-CCA
K (A):
1 b←$ {0, 1}
2 (pk0, sk0)←$ KGen()

3 (pk1, sk1)←$ KGen()

4 (c∗,K∗)←$ Encap(pkb)

5 b′ ← ADecapc∗ (skb,·)(pk0, pk1, (c
∗,K∗))

6 return Jb = b′K

Decapx(sk , c):

7 if c = x then return ⊥
8 K ← Decap(sk , c)

9 return K

Figure 8: Security game for ANO-CCA of a KEM K = (KGen,Encap,Decap).

The strong pseudorandomness (SPR-CCA) property that we have shown for our KEM
combiner originates in [Xag22] as a tool for proving anonymity of a KEM. In particular,
[Xag22, Theorem 2.5] shows that SPR-CCA implies ANO-CCA (which we recap in Figure 8),
where ANO-CCA of a KEM captures the idea that an adversary cannot distinguish which
public key corresponds to a given ciphertext, shared secret pair. This definition of anonymity
for KEMs was introduced in [GMP22] and an analogous definition is given for PKE schemes.
The ANO-CCA property for PKE schemes from [GMP22] is equivalent to the IK-CCA property
of PKE schemes introduced in [BBDP01]. IK-CCA, also called “key-privacy” or “indistin-
guishability of keys,” similarly captures the idea that an adversary cannot distinguish which
of two public keys corresponds to a given challenge ciphertext. This idea of anonymity of
PKE schemes is, again, similarly introduced by Mohassel [Moh10] for general encryption
schemes (capturing PKE and IBE schemes). The definition in [Moh10] is similar to that of
ANO/IK-CCA, except it also provides the adversary access to a number of public keys, and
some secret keys that do not allow for trivial wins. This is equivalent to the ANO/IK-CCA
definition up to a factor depending on the number of secret key reveals [Moh10]. Finally, all
of these definitions of anonymity for PKE schemes are related to the ciphertext anonymity
property introduced in [DHRR22a, Definition 14] for updatable randomizable PKE schemes
(note that the text in the introduction and Section 5 refers to this property as ciphertext
anonymity, while in the definition it is called anonymity). This definition of anonymity is a
natural analogue of ANO/IK-CCA in the setting of updatable randomizable PKE schemes (i.e.,
additionally allows the adversary access to public keys and an oracle which re-randomizes
public keys).

It follows directly from these results that our OKEM combiner provides ANO-CCA security
(Figure 8). Therefore, instantiating our OKEM combiner with a DH-based OKEM and a
post-quantum OKEM provides the first hybrid anonymous KEM. That is, the anonymity of
the scheme relies on the stronger underlying security assumption of the input KEMs. Prior
hybrid KEMs, e.g., X-Wing [BCD+24] and those resulting from the generic constructions in
[GHP18], do not achieve such a hybrid anonymity property because they simply concatenate
the two ciphertexts before returning them in Encap. This means that being able to correlate
one of the ciphertexts with its corresponding public key is enough to break the anonymity of
the scheme. For example, since the anonymity of ML-KEM relies on an underlying module
LWE assumption [MX23], then breaking this assumption would be sufficient to violate the
anonymity of any prior hybrid construction instantiated with ML-KEM.

The notions of public key uniformity and ciphertext uniformity that we adopt from
[GSV24] are similar to existing definitions from the literature on password-authenticated key
exchange (PAKE). In particular, [SGJ23] says that a KEM has uniform public keys if the
distribution of public keys output by KGen is indistinguishable from uniformly sampling from
the public key space. This is equal to the fuzziness property of KEMs given in [BCP+23].
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Definition B.1 (KEM Fuzziness [BCP+23]). Let K = (KGen,Encap,Decap) be a KEM with
public key space P. The advantage of an unbounded adversary A in breaking the fuzziness of
K is:

AdvfuzzyK (A) := 2 · Pr
[
A(pk b) = b

∣∣∣∣ b←$ {0, 1}, pk0←$ P,
(sk1, pk1)←$ KGen()

]
− 1

Public key uniformity as defined in Definition 2.6 is equivalent to fuzziness when the
public key space is the set of bitstrings. Similarly, [SGJ23] and [BCP+23] define properties
of KEMs that are similar to ciphertext uniformity as defined in Definition 2.7. [BCP+23]
says that a KEM is anonymous if the ciphertexts output by Encap are indistinguishable
from uniformly sampled ciphertexts from the ciphertext space.

Definition B.2 (KEM Anonymity [BCP+23]). Let K = (KGen,Encap,Decap) be a KEM with
ciphertext space C. The advantage of an unbounded adversary A in breaking the anonymity
of K is:

AdvanoK (A) := 2 · Pr

A(cb) = b

∣∣∣∣∣∣
b←$ {0, 1}, c0←$ C,
(sk , pk)←$ KGen(),

(c1,K1)←$ Encap(pk)

− 1

[SGJ23] says that a KEM is anonymous if two KEM ciphertexts output by Encap on two
randomly generated public keys are indistinguishable. This is a slightly weaker property than
the anonymity definition from [BCP+23]. Ciphertext uniformity requires that ciphertexts
output by Encap are indistinguishable from uniform bitstrings and also provides the adversary
with the KEM public key (and in the case of strong ciphertext uniformity, the secret key), so
ciphertext uniformity is a stronger notion than KEM anonymity in both [BCP+23, SGJ23].
The relations between these notions are summarized in Figure 3

Other similar notions of anonymity for key agreement and key exchange protocols
include but are not limited to key-hiding AKEs [GJK21], privacy-preserving AKEs [SSL20],
pseudorandom (unauthenticated) key agreement protocols [MRR20], the random-message
property of [SGJ23], one-way anonymity [GSU13], and anonymous ratcheted key exchange
[DHRR22b]. As these definitions apply to protocols rather than primitives, we do not include
them in our comparison.

C Security Proofs for OEINC

C.1 IND-CPA / IND-CCA Security

We first provide the proof of Theorem 3.1 (IND-CPA / IND-CCA security of OEINC). We
focus on the IND-CCA case in our proof. The IND-CPA case follows analogously, merely
omitting the handling of decapsulation queries.

Proof. Game 0. We start with the security game for IND-CCA, GIND-CCA
OEINC (A).

Case I.

We begin with the first case reducing to IND-CCA security of the outer OKEM, and proceed
via a series of game hops.
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Game I.0. In GI.0, we replace the key Kout with a uniformly random K̃out.
We bound the adversary A’s advantage by a reduction B1 to the IND-CCA security of

outOKEM. B1 obtains the IND-CCA challenge (pk , c∗,K ∗) and simulates the game for A
as follows. It uses pk , c∗, and K ∗ in place of the outer pkout, cout, and Kout, respectively.
Upon any Decap(c = cout∥c′in) query, B1 checks if cout = c∗ and if so, replaces Kout with

K̃out. Else, B1 queries its IND-CCA decapsulation oracle and uses the response as Kout.
If K ∗ is the real KEM key then B1 exactly simulates G0 for A; else, if K ∗ is random then

B1 exactly simulates GI.0. Therefore:

Pr[G0]− Pr[GI.0] ≤ AdvIND-CCA
outOKEM(B1).

Game I.1. In GI.1 we replace the output Koe,Kok of G(K̃out) with uniformly random

K̃oe, K̃ok, in particular for the challenge. We bound the difference in this step by a reduction B2
to the PRG security of G. The reduction uses its oracle in place of G, simulating either GI.0

or GI.1, giving:
Pr[GI.0]− Pr[GI.1] ≤ AdvPRGG (B2).

Game I.2. Finally, in GI.2, we replace evaluations of W(K̃ok, ·, ·) with a random function.

This in particular replaces the challenge K with a uniformly random K̃ , independent of all
keys returned by the decapsulation oracle because the third input c to W is distinct from
the challenge c∗ for each query. We bound this step by a reduction to the skPRF security of
W, where the reduction B3 uses its oracle in place of W(K̃ok, ·, ·). This yields:

Pr[GI.1]− Pr[GI.2] ≤ AdvskPRFW,1 (B3).

We now have in GI.2 that the real and random KEM key output of the IND-CCA game
are both randomly sampled, and so A has no better chance than guessing the challenge bit b:

AdvGI.2

OEINC(A) = 0.

Case II.

This case reduces to the IND-CCA security of the inner OKEM, again proceeding via a series
of game hops.

Game II.0. In GII.0, we replace the key Kin with a uniformly random K̃in.
We bound the adversary A’s difference in advantage by a reduction C1 to the IND-CCA

security of inOKEM. C1 obtains the IND-CCA challenge (pk , c∗,K ∗) and simulates the game
for A as follows. It uses pk , c∗, and K ∗ in place of the inner pk in, cin, and Kin, respectively.
Upon decapsulation queries from A, C1 checks if (in line 20 of Decap) cin = c∗ and if so, uses

K̃in as Kin. Else, it queries its IND-CCA decapsulation oracle and uses the response as Kin.
If K ∗ is the real KEM key than C1 exactly simulates G0 to A; else, it simulates GII.0. Thus:

Pr[G0]− Pr[GII.0] ≤ AdvIND-CCA
inOKEM (C1).
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Game II.1. Lastly in GII.1, we replace evaluations of W(·,Kin, ·) with a random function.

This replaces K with a uniformly random K̃ . Note that on any decapsulation query, the
third input c to W is distinct from the challenge c∗. We bound this by a reduction C2 to the
skPRF security of W, where C2 uses its oracle in place of calls to W(·,Kin, ·). Therefore:

Pr[GII.0]− Pr[GII.1] ≤ AdvskPRFW,2 (C2).

Now, as before, the real and random KEM key output of the IND-CCA game are both
randomly sampled, and so A has no better chance than guessing the challenge bit b:

AdvGII.1

OEINC(A) = 0.

Collecting the bounds yields the theorem statement.

C.2 Public Key Uniformity

We give the proof of Theorem 3.4 (pk-unif of OEINC).

Proof. Game 0. We start with the security game for pk-unif (Gpk-unif
OEINC(A)).

Game 1. In G1 we replace the outer public key pkout with a uniformly random string from
{0, 1}oloutOKEM . This game hop is bounded by a reduction B1 to pk-unif of outOKEM. We have
that

Pr[G0]− Pr[G1] ≤ Advpk-unifoutOKEM(B1).

Game 2. Now, in G2, we replace pk in with a uniformly random string from {0, 1}olinOKEM ,
bounding by a reduction B2 to the pk-unif security of inOKEM:

Pr[G1]− Pr[G2] ≤ Advpk-unifinOKEM(B2).

Now, pk is a random pair from {0, 1}oloutOKEM × {0, 1}olinOKEM , so A cannot win anymore
and we have

AdvG2

OEINC(A) = 0.

D An OKEM from DHKEM

We provide a construction of an obfuscated KEM based on DHKEM, as defined in the IETF
HPKE standard [BBLW22], when instantiated with a prime-order curve, e.g., P-256 or
Ristretto [NIS23, LHT16],8 and the Elligator2 encoding. Then, we demonstrate that this
achieves the required security properties to be of use in our OKEM combiner.

Consider the OKEM constructed via applying Elligator2 to DHKEM public keys and
ciphertexts, following the keygen/encapsulate-then-encode paradigm defined in [GSV24].
We denote this construction DHKEM-Ell2. Specifically, we use the algorithms described in
Figure 9. In DHKEM, the ciphertext output by Encap is in fact a public key of the underlying
DH group. Therefore, the Elligator2 map applies to both public keys and ciphertexts in the
construction.

8Really, any ECDH scheme can work, so long as its public keys are uniformly distributed. This is not the
case for, e.g., X25519 [Ber06], since scalar clamping ensures that public keys are in the prime-order subgroup,
which is only 1/8 of the curve. There exist modifications to X25519 key generation to recover uniformity of
public keys [Vai21].
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KGen():

1 repeat

2 sk ←$ [1, p− 1]

3 pk ← gsk

4 p̂k ← Elligator2.Encode(pk)

5 until p̂k ̸= ⊥
6 return (sk , p̂k)

Decap(skR, ĉ):

1 c ← Elligator2.Decode(ĉ)

2 pkE ← DeserializePublicKey(c)

3 dh ← pkE
skR

4 pkRm ← SerializePublicKey(gskR )

5 kem context ← c∥pkRm

6 K ← G(dh, kem context)

7 return K

Encap(pkR):

1 repeat

2 skE ←$ [1, p− 1]

3 pkE ← gskE

4 dh ← pkR
skE

5 c ← SerializePublicKey(pkE )

6 pkRm ← SerializePublicKey(pkRm )

7 kem context ← c∥pkRm

8 K ← G(dh, kem context)

9 ĉ←$ Elligator2.Encode(c)

10 until ĉ ̸= ⊥
11 return (ĉ,K )

Figure 9: DHKEM-Ell2: Keygen/Encapsulate-then-encode OKEM from DHKEM and
Elligator2, where DHKEM is defined over a nominal group G (cf. [ABH+21]) of prime-order
p with generator g. G is a key derivation function.

We can then apply the following results for SPR-CCA and IND-CCA security of the
resulting keygen/encapsulate-then-encode OKEM.

Theorem D.1 (Keygen/encapsulate-then-encode obfuscated KEM IND-CCA security [GSV24]).
Let OKEM be a keygen/encapsulate-then-encode obfuscated KEM based on a regular KEM KEM.
For any adversary A against the IND-CCA security of OKEM, we give an algorithm B such
that

AdvIND-CCA
OKEM (A) ≤ 1/ϵ1kgensuccOKEM · 1/ϵ1encsuccOKEM · AdvIND-CCA

KEM (B).

Theorem D.2 (Keygen/encapsulate-then-encode obfuscated KEM SPR-CCA security [GSV24]).
Let OKEM be a keygen/encapsulate-then-encode obfuscated KEM based on a regular KEM KEM.
For any adversary A against the SPR-CCA security of OKEM, we give algorithms B1, B2
such that

AdvSPR-CCAOKEM (A) ≤ 1/ϵ1kgensuccOKEM · 1/ϵ1encsuccOKEM · AdvSPR-CCAKEM,Sunif (B1)

+ Advreg-ctxt-unifOKEM (B2),

where Sunif samples a fresh key pair (sk , pk) and outputs the ciphertext resulting from
encapsulating against pk.

The terms relating to success probability of encoding (ϵ1kgensuccDHKEM-Ell2, ϵ1encsuccDHKEM-Ell2), are
both ≈ 2−1, following from the fact that approximately half of the x-coordinates of input
curves are quadratic residues. The ciphertext uniformity, Advreg-ctxt-unifDHKEM-Ell2(A), and public key

uniformity, Advpk-unifDHKEM-Ell2(A), similarly depend on the parameters of the underlying curve
and can be computed as was done in [GSV24, §2.1] for X25519 (with aforementioned keygen
modifications). Furthermore, IND-CCA was proven for DHKEM in the context of DHIES
[ABR01].9 Therefore, it only remains to show SPR-CCA security of DHKEM. We do so in

9More precisely, the DH-based KEM used in DHIES resembles DHKEM, but with less domain separation
in its KDF invocations and no input or output validation for public keys and shared secrets.
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the following, via the PRF-ODH assumption [BFGJ17] on the KDF and group employed in
DHKEM. Specifically, we use the nm-PRF-ODH assumption which allows multiple ODHv

oracle queries (to the group element that will correspond to the DHKEM public key), which
we recap in Definition A.4.10

Theorem D.3 (SPR-CCA Security of DHKEM). Let DHKEM = DHKEM[P,G] be the KEM
described in [BBLW22] over a group G and key derivation function G. For any adversary A
against the SPR-CCA security of DHKEM, we give an algorithm B1 such that

AdvSPR-CCADHKEM,Sunif (A) ≤ Advnm-PRF-ODH
G,G (B1)

where Sunif samples and outputs a random group element.

Proof. Game 0. We start with the SPR-CCA security game GSPR-CCA
DHKEM,Sunif (A).

Game 1. In G1, we replace the real challenge key K ∗1 with a randomly sampled key K̃
from K. We bound the difference by a reduction B1 to the nm-PRF-ODH security of G over
G. Note that in DHKEM, the ciphertext is simply an ephemeral group element gr. The
reduction obtains a nm-PRF-ODH challenge of the form (gu, gv, y∗b ), where y∗b is either a
random value or G(guv, x∗) for a challenge label x∗. Therefore, the reduction queries as
label x∗ the KEM context (gu, gv) as per [BBLW22] and uses its nm-PRF-ODH challenge y∗b
in place of K ∗, gu in place of c∗, and gv in place of pk . Upon Decap(c) queries from A, the
reduction queries its nm-PRF-ODH oracle ODHv on group element c and label (c, gv) to
obtain the KEM shared secret. When the challenge is real, B1 exactly simulates G0 to A;
else, B1 exactly simulates G1 to A. It follows that

Pr[G0]− Pr[G1] ≤ Advnm-PRF-ODH
G (B1).

Game 2. In G2, we replace the challenge ciphertext with a ciphertext c∗←$ Sunif , i.e., a
randomly sampled group element. Since the key K̃ is random by G1, the challenge ciphertext
is no longer used to compute the key in Encap. Therefore, this change is unnoticeable to the
adversary.

Pr[G1] = Pr[G2].

At this point, we have that c and K are both random. Hence, the adversary A can only
guess the challenge bit b:

AdvG2

DHKEM,Sunif (A) = 0.

Alternative constructions. A classically secure OKEM can also be constructed using
DHKEM over elliptic curves in combination with Elligator2 [Tib14] in a similar manner.
Compared to Elligator2, the Elligator2 construction has 100% success probability. Naturally,
substituting different encodings and/or elliptic curve groups alters the bounds accordingly.

10The nm-PRF-ODH assumption essentially encodes modeling the KDF as a random oracle and assuming
the strong or gap Diffie–Hellman problem is hard in the underlying group.
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E Obfuscated Key Exchange Security Model

We repeat the key exchange model introduced in [GSV24]. We specify a key exchange
protocol KE through two algorithms:

• Setup(id , role) $→ (sk , pk , st) generates the public-secret key pair (pk , sk) as well as the
initial user state st for a protocol user with identity id in role role ∈ {initiator, responder}.

• Run(πi
u, stu, sku, pkv,m) $→ (πi

u, stu,m
′) processes a protocol message m delivered to

session πi
u following the protocol specification (along with inputs the session owner’s

state stu and secret key sku, and the session’s peer public key pkv), updates π
i
u and stu

accordingly, and outputs the response message m′.

Further, we write KE.KS to denote the session key space of KE.

E.1 Session and game variables.

Session object πi
u captures the session information for the ith session owned by user u. Each

user u is assigned a role, u.role ∈ {initiator, responder}, and acts accordingly as initiator or
responder in the protocol.

Each session object πi
u holds several variables. The following session variables in italics

font are accessible by the key exchange protocol (i.e., Run):

• πi
u.peerid : the identity of the session’s intended peer.

• πi
u.status: the state of execution (initially running, then set once by the protocol to

accepted or rejected).

• πi
u.skey : the session key.

• πi
u.sid , π

i
u.cid : the session and contributive identifiers.

These following session variables in sans-serif font are accessible by the security game only:

• πi
u.tacc: the time at which the session accepted (initially ∞).

• πi
u.revealed, π

i
u.tested: flags indicating whether the session was revealed or tested, respec-

tively.

The security game further tracks the following game variables:

• time: a logical clock to order queries by the adversary.

• users: the number of users in the game.

• b: the challenge bit.

• sku, pku: the secret and public key of user u.

• revsku, revpku: flags indicating whether the secret or public, key of user u was revealed.

For syntactical convenience, we will interpret variables which are unset or set to ∞ as
false in boolean conditions.
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E.2 Session identifiers, contributive identifiers, and partnering.

We use session identifiers [BPR00] to determine that two sessions πi
u, π

j
v are partnered if and

only if πi
u.sid = πj

v.sid . Partnering is used to define basic correctness/soundness properties
and to exclude trivial attacks like testing and revealing two partnered sessions that jointly
executed the protocol.

We further use contributive identifiers [DFGS15] to determine when a responder session
has an honest communication partner. Recall that initiators are unauthenticated. Hence, to
avoid trivial attacks, the adversary may test a responder session only if that session honestly
received the values specified in the contributive identifier cid .

E.3 Security Definition

Definition E.1 (Obfuscated key exchange security). Let KE be a key exchange protocol
and GObfKE

KE,S (A) be the obfuscated key exchange security game wrt. a simulator S defined in
Figure 10 for an adversary A. We define the advantage of A in breaking the ObfKE security
of KE as

AdvObfKE
KE,S (A) := 2 · Pr

[
GObfKE
KE,S (A)⇒ 1

]
− 1.

We distinguish two flavors of ObfKE, capturing regular (rObfKE) and strong (sObfKE) obfus-
cation through different ObfFresh predicates (Figure 11); we omit the prefixes if the flavor is
clear from context.

E.4 Single-challenge selective security

For our security analysis, we will establish security in a simpler version of the obfuscated key
exchange game, where the adversary has to commit to winning via either:

1. a single Test query to some pre-declared session, or

2. a single ChallExec query against some pre-declared server.

This variant is denoted as ObfKE-1, and is a weaker versions of the main game, asking only
for selective security in a single-challenge setting. It has been shown in [GSV24] that this
simpler version generically implies full security (per Definition E.1) via a hybrid argument,
for the same type of obfuscation (regular or strong). The hybrid works via guessing which
session or server the adversary will challenge, losing a factor (ns + nrqC) when reducing
ObfKE to ObfKE-1 security, where ns and nr are the number of sessions and servers in the
game and qC the number of ChallExec queries the adversary makes.

F Security Proof for Drivel (Theorem 4.1)

We proceed via a series of game hops. The majority of the proof directly follows the proof
of security of pq-obfs from [GSV24]; we recap these steps here, in part verbatim. Game
hops with significant differences to pq-obfs are underlined. The primary difference is that,
in the final steps, OT-IND$ is applied in GII.6 and GII.7 rather than invoking public key and
ciphertext uniformity.
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GObfKE
KE,S (A)

Initialize:

1 time← 0; users← 0
2 b←$ {0, 1}
3 Probed← false

NewUser(id , role):

4 u← ++users
5 u.role ← role
6 (pku, sku, stu)←$ Setup(id , role)
7 revsku ←∞ ; revpku ←∞

RevSessionKey(u, i):

8 if πi
u = ⊥ or ¬πi

u.tacc then return ⊥
9 πi

u.revealed← true
10 return πi

u.skey

RevPublicKey(u):

11 if revpku then return ⊥
12 revpku ← ++time
13 return pku

RevSecretKey(u):

14 if revsku then return ⊥
15 revsku ← ++time
16 if ¬revpku then revpku ← time // Consider pku

revealed, too

17 return sku

Test(u, i):

18 if πi
u = ⊥ or ¬πi

u.tacc or πi
u.tested then

19 return ⊥
20 πi

u.tested← true
21 k1 ← πi

u.skey
22 k0←$ KE.KS
23 return kb

Finalize(b′):

24 if ¬Sound then b′ ← b
25 if ¬ExplicitAuth then b′ ← b
26 if Probed then b′ ← b
27 if ¬Fresh then b′ ← 0
28 if ¬ObfFresh then b′ ← 0
29 return Jb = b′K

Send(u, i,m):

30 f ← Jπi
u = ⊥K // First Send to this session?

31 if πi
u = ⊥ and u.role = initiator then

32 πi
u.peerid ← m; m← ε // “Virtual” first message to initiator sets peer id

33 if πi
u.status ∈ {accepted, rejected} then return ⊥

34 (πi
u, stu,m

′)←$ Run(πi
u, stu, sku, pkπi

u.peerid ,m)

35 if πi
u.status = accepted then πi

u.tacc ← ++time
36 if f then // Upon first message sent/received. . .

37 if u.role = initiator then
38 Fπi

u.peerid ← Fπi
u.peerid ∪ {m′} // Record initators’ first messages (per responder)

39 if u.role = responder and m′ ̸= ε then
40 if m /∈ Fu and ¬revpku then Probed ← true // Response to a non–initiator-first message by a non–pk-revelead

responder is a successful probe

41 Fu ← Fu \ {m} // Consider m “consumed”

42 return (πi
u.status,m

′)

ChallExec(u, v):

43 πu ← πv ← ⊥ // Temporary initator and responder sessions

44 if u.role ̸= initiator or v.role ̸= responder then return ⊥
45 trans1 ← (); πu.peerid ← v; p← u; m← ε
46 repeat // Execute entire protocol and collect real transcript

47 (πp, stp,m)←$ Run(πp, stp, skp, pkπp.peerid
,m)

48 trans1 ← trans1∥(m)
49 if p = u then p← v else p← u // Switch parties

50 until πu.status = πv .status = accepted
51 trans0←$ S() // Simulated transcript

52 k1 ← πu.skey; k0←$ KE.KS // Real-or-random session key

53 challv ← true // Mark server v as challenged

54 return (transb, kb)

Figure 10: Obfuscated key exchange security (ObfKE) game capturing key indistinguishability,
explicit server authentication, obfuscation with respect to a simulator S, and probing resis-
tance, via predicates (Figure 11) Fresh, ExplicitAuth, ObfFresh, and flag Probed, respectively.
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Fresh:

1 for each πi
u : πi

u.tested

2 if πi
u.revealed then

3 return false // tested session may not be revealed

4 if ∃πj
v ̸= πi

u : πj
v .sid = πi

u.sid ∧ (πj
v .tested ∨ πj

v .revealed) then

5 return false // tested session’s partnered session may not be tested or revealed

6 if u.role = initiator ∧ revskπi
u.peerid ≤ πi

u.tacc ∧ ¬∃π
j
v ̸= πi

u : (πi
u.sid = πj

v .sid)

7 return false // initiators: forward secrecy (peer’s sk unrevealed prior to acceptance) or passive execution

8 if u.role = responder ∧ ¬∃πj
v ̸= πi

u : (πi
u.cid = πj

v .cid ∧ v.role = initiator)

9 return false // responders: security only for passive executions (as initiators are unauthenticated)

10 return true

ObfFresh:

1 if ∃v : revpkv ∧ challv then // Regular obfuscation (rObfKE)

if ∃v : revskv ∧ challv then // Strong obfuscation (sObfKE)

2 return false // Challenge pk revealed (fwd-secret: prior to challenge)

3 return true

ExplicitAuth:

// Explicit authentication of responders to initiators

1 ∀πi
u:

(
u.role = initiator ∧ πi

u.tacc < revskπi
u.peerid

=⇒ ∃πj
v : v = πi

u.peerid ∧ πi
u.sid = πj

v .sid
)

Sound:

1 if ∃ distinct πi
u, π

j
v , π

k
w : πi

u.sid = πj
v .sid = πk

w.sid ̸= ⊥ then

2 return false // no triple sid match

3 if ∃πi
u, π

j
v : πi

u.sid = πj
v .sid ̸= ⊥ ∧ u.role = v.role then

4 return false // partnering implies different roles

5 if ∃πi
u, π

j
v : πi

u.sid = πj
v .sid ̸= ⊥ ∧ πi

u.cid ̸= πj
v .cid then

6 return false // partnering implies same contributive identifiers

7 if ∃πi
u, π

j
v : πi

u.sid = πj
v .sid ̸= ⊥ ∧ u.role = initiator ∧ πi

u.peerid ̸= v then

8 return false // partnering implies agreement on responder ID

9 if ∃πi
u, π

j
v : πi

u.sid = πj
v .sid ̸= ⊥ ∧ πi

u.skey ̸= πj
v .skey then

10 return false // partnering implies same key

11 return true

Figure 11: Predicates Fresh, ExplicitAuth, ObfFresh, and flag Probed for the obfuscated key

exchange security (ObfKE) game (Figure 10) with regular ( regular (rObfKE) ) or strong

( strong (sObfKE) ) obfuscation.
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Game 0. We start with the security game for strong obfuscation (sObfKE), G0 = GsObfKE
Drivel,SDrivel ,

omitting the SDrivel subscript from here on:

AdvsObfKE
Drivel (A) = AdvG0

Drivel(A) = 2 · Pr[G0]− 1.

Game 1 (Exclude KEM public key collisions). We modify Game G0 to abort if two
honest sessions sample the same ephemeral KEM key (pke) or if two servers sample the
same long-term KEM key (pkS). This is bounded by the public key collision probabil-
ity (pkcollKEM, pkcollOKEM) of the ephemeral and static KEM for the at most ns ephemeral
and nr long-term KEM keys (Definition 2.4):

Pr[G0]− Pr[G1] ≤ pkcollKEM(ns) + pkcollOKEM(nr).

Game 2 (KEM correctness). Wemodify Game G1 to abort if for any keys (sk , pk)←$ KGen()
and encapsulation (c,K )←$ Encap(pk), we have that K ̸= Decap(sk , c). The probability
of this happening for any tuple (sk , pk , c) is upper-bounded by the correctness error δKEM,
δOKEM of the ephemeral and obfuscated KEM as defined in Definition 2.3. Since there are
two such tuples per session, we can bound the probability of such an abort by

Pr[G1]− Pr[G2] ≤ ns · (δKEM + δOKEM).

Establishing soundness (Sound). We observe that in Game G2, the adversary cannot
violate soundness anymore (i.e., the predicate Sound cannot be false). Checking the conditions
in Sound (Figure 11), we have:

1. No triple sid match: For three session identifiers to match, two initiator sessions or
two responder sessions would have to sample the same KEM keys. However, G1 aborts
in that case.

2. Partnering implies different roles: For two same-role sessions to be partnered, they
would have to sample the same ephemeral KEM key. Again, G1 aborts in this case.

3. Partnering implies same contributive identifiers: The contributive identifier contains
a subset of entries in the session identifier. Hence, agreement on the latter implies
agreement on the former.

4. Partnering implies agreement on responder ID: The session identifier contains the
responder’s long-term KEM key pkS . As these do not collide by G1, they uniquely
identify the responder.

5. Partnering implies same key: For two partnered sessions to derive a different key,
the inputs to the computation of skey would have to differ. This may occur if the
inputs to Encap (or Decap) are not consistent or if Encap (or Decap) has a correctness
error. The latter case is prevented by G2. For the former, the elements in the session
identifier uniquely determine the inputs; note in particular that it uniquely identifies
the responder (as per above) and hence the NodeID input. Hence agreement on session
identifiers implies that the same key is generated.
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Game 3 (Prevent Probed being set). In Game G3, we stop setting Probed← true (i.e.,
A cannot win anymore in G3 by breaking probing resistance). We have

Pr[G2]− Pr[G3] ≤ Pr[G2 sets Probed].

Recall that for Probed to be set, a responder session, whose public key (pkS ,NodeID) is
not revealed, must reply to a non-initiator-first message m, with a non-empty message m′.
We will bound this probability via the following, branching game hops G2.1–G2.3.

Game 2.1 (Guess violated server and session). In Game G2.1, we guess a “target
server” v∗, the first server (in order of creation) on which Probed is set to true, as well as the
(first) session π∗ in which this happens. We let the game abort if that guess is incorrect, i.e.,
if Probed is not set to true when the server responds in session π∗ or if Probed is set to true
on a response from a server that was created earlier. This introduces an according loss in
the number of servers times the number of sessions:

Pr[G3 sets Probed] ≤ ns · nr · Pr[G2.1 sets Probed].

Game 2.2 (Random ES). In Game G2.2, we replace ES in any session with the target

server v∗ with a uniformly random value ẼS .
We bound the difference in this step by a reduction to the PRF security of F2. The

reduction B1 does not sample NodeID for v∗ itself, but instead uses its oracle to compute
evaluations of F2(NodeID , ·) in sessions with v∗ by calling its oracle on KS . When the oracle
output is real, reduction B1 exactly simulates G2.1, whereas when the output is random, it
simulates G2.2. Therefore, because NodeID is unrevealed for server v∗,

Pr[G2.1 sets Probed]− Pr[G2.2 sets Probed] ≤ AdvPRFF2
(B1).

Game 2.3 (Random MACC ). In Game G2.3, we replace any evaluation of F1 on input

random values ẼS in sessions with the target server v∗ with a random function (per such
value). This in particular replaces MACC in any session with v∗ uniformly random values
MAC ∗C .

We bound the difference in this step by a reduction to the PRF security of F1. The
reduction B2 does not sample ẼS in the target session π∗ itself, but instead uses its oracle
to compute F1(ẼS , ·); in particular for computing MACC . Based on the oracle’s output, B2
correctly simulates either G2.2 or G2.3. Hence,

Pr[G2.2 sets Probed]− Pr[G2.3 sets Probed] ≤ AdvPRFF1
(B2).

Observe that Probed in G2.3 is set if a non–initiator-first message m yields a reply by an
unrevealed responder. Such a message m can be either (1) a replay of an already consumed
message output by an honest initiator for this responder, or (2) one that is different from all
honest initiators’ first messages sent to this responder.

In the first case, m is rejected due to the replay check against the list of seen MAC
values st .SMAC recorded in the server’s state.

In the second case, m = epke∥cS∥PC∥MC∥MACC must be different from any initiator
session’s message sent to this responder. By G2.3, the target client MAC value MAC ∗C that
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the session π∗ with v∗ that first sets probed is a random fl1-bit value unknown to A. The
adversary A can therefore only guess MAC ∗C with probability

Pr[G2.3 sets Probed] ≤ 1

2fl1
.

This completes the branching game hops bounding

Pr[G2 sets Probed] ≤ nsnr ·
(
AdvPRFF2

(B1) + AdvPRFF1
(B2) +

1

2fl1

)
.

We now continue with the main proof from G3, where Probed is never set.

Game 4 (Prevent ExplicitAuth being violated). In Game G4, we abort the game if
ExplicitAuth is violated (i.e., A cannot win anymore in G4 by breaking explicit authentication).
We have

Pr[G3]− Pr[G4] ≤ Pr[¬ExplicitAuth in G3].

Recall that for ExplicitAuth to be violated, an initiator session must accept with a peer whose
secret key is uncompromised at this point in the game, but for which there is no session of
that peer holding the same session identifier. Formally,

Pr[¬ExplicitAuth in G3] = Pr
[
∃πi

u : u.role = initiator ∧ πi
u.tacc < revskπi

u.peerid
∧

∀πj
v s.t. v = πi

u.peerid : πi
u.sid ̸= πj

v.sid
]
.

We will bound this probability again through a series of branching game hops G3.1–G3.6.

Game 3.1 (Guess violated initiator session and peer). In Game G3.1, we guess a
“target session” π∗, the first session (in order of creation) which makes ExplicitAuth evaluate
to false, as well as that session’s peer, v∗ = π∗.peerid . We let the game abort if that guess
is incorrect, i.e., if ExplicitAuth is not violated when the session π∗ accepts or if v∗ is not
its peer. This introduces an according loss in the number of sessions times the number of
servers:

Pr[¬ExplicitAuth in G3] ≤ ns · nr · Pr[¬ExplicitAuth in G3.1].

Game 3.2 (Long-term KEM IND-CCA). Let

(cS ,KS)←$ OKEM.Encap(pkS)

be the encapsulation computed at session π∗ with the long-term public key of v∗. In
Game G3.2, we replace the long-term KEM key KS with a uniformly random K̃S in π∗. All
values derived from KS in π∗ use the randomized value K̃S .

We bound the adversary A’s difference in advantage by a reduction B3 to the IND-CCA
security of OKEM. B3 obtains the IND-CCA challenge (pk , c∗,K ∗) and simulates the game
for A as follows. It uses pk as the long-term public key of v∗. In π∗, B3 uses c∗ as the
ciphertext cS . In any session of v∗, if the ciphertext cS received is not c∗, then B3 queries
its IND-CCA decapsulation oracle and uses the response as KS ; else, if cS = c∗, then B3 uses
K ∗ as KS . Note that by the definition of ExplicitAuth, skS is not revealed to the adversary
prior to π∗ violating ExplicitAuth and thus B3 does not need to answer a RevSecretKey
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call on v∗. If K ∗ is the real KEM key then B3 has exactly simulated G3.1 to A; else, if K ∗ is
random, then B3 has exactly simulated G3.2 to A. Therefore:

Pr[¬ExplicitAuth in G3.1]− Pr[¬ExplicitAuth in G3.2] ≤ AdvIND-CCA
OKEM (B3).

Game 3.3 (Random ES). In Game G3.3, we replace ES with a uniformly random ẼS in
π∗. We bound the difference in this step by a reduction to the swap-PRF security of F2. The
reduction B4 instead of sampling K̃S uses its oracle to compute F2(·, K̃S) in π∗. When the
output is real, reduction B4 exactly simulates G3.2, whereas when the output is random, it
simulates G3.3. Therefore,

Pr[¬ExplicitAuth in G3.2]− Pr[¬ExplicitAuth in G3.3] ≤ Advswap-PRFF2
(B4).

Game 3.4 (Random ES ′). In Game G3.4, we replace evaluations F1(ẼS , ·) in π∗ with

a random function. This in particular replaces ES ′ with a random value ẼS ′. We bound
the difference in this step with the PRF security of F1, via a reduction B5 using its oracle in
place of F1(ẼS , ·):

Pr[¬ExplicitAuth in G3.3]− Pr[¬ExplicitAuth in G3.4] ≤ AdvPRFF1
(B5).

Game 3.5 (Random FS). In Game G3.5, we replace evaluations F2(ẼS ′, ·) in π∗ with a

random function. This in particular replaces FS with a random value F̃S . As in the previous
hops, we can bound the difference by PRF security of F2:

Pr[¬ExplicitAuth in G3.4]− Pr[¬ExplicitAuth in G3.5] ≤ AdvPRFF2
(B6).

Game 3.6 (Random auth). Finally, in Game G3.6, we replace evaluations F1(F̃S , ·) in π∗

with a random function. This in particular replaces auth with a random value auth∗, and
again can be bounded by PRF security of F1:

Pr[¬ExplicitAuth in G3.5]− Pr[¬ExplicitAuth in G3.6] ≤ AdvPRFF1
(B7).

Now, given that auth∗ is a uniformly random value unknown to A, violating ExplicitAuth in
π∗ requires that A correctly guesses the fl1-bit value of auth∗. The probability of A guessing
correctly is

Pr[¬ExplicitAuth in G3.6] ≤
1

2fl1
.

This completes the branching, bounding

Pr[¬ExplicitAuth in G3] ≤nsnr ·
(
AdvIND-CCA

OKEM (B3) + Advswap-PRFF2
(B4)

+ AdvPRFF1
(B5) + AdvPRFF2

(B6) + AdvPRFF1
(B7) +

1

2fl1

)
.

We now continue with the main proof from Game G4, where ExplicitAuth is never violated.

Game 5 (Single-challenge selective security). We now restrict the adversary to a
single-challenge selective (sObfKE-1) version G5 of Game G4, where A has to commit upfront
to winning either
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(I) via a single Test query (A = Test) on the pre-determined s-th created session, or

(II) via a single ChallExec query (A = ChallExec) on the pre-determined p-th created
server.

Recall that in G4, Sound is never violated, Probed is never set, and ExplicitAuth is never
violated, hence A can only win via Test or ChallExec queries. Applying the hybrid
argument from [GSV24, Theorem 4.3], we have

AdvG4
Drivel(A) ≤ (ns + nr · qC) · AdvG5

Drivel(A).

Let us write GT
5 and GC

5 for the game G5 restricted to the two winning options of A
(A ∈ {Test,ChallExec}). By the union bound,

AdvG5
Drivel(A) ≤ Adv

GT
5

Drivel(A) + Adv
GC
5

Drivel(A).

We will bound each term separately, through the following proof cases I and II.

Case I. Win via Test

In this proof case, A commits to winning via a single Test query on a session π∗. For
the test session to satisfy Fresh, we must have that there is an honest partner—i.e., a
session π∗p holding the same cid or sid (“passive execution”)—or that the responder peer is
uncompromised upon acceptance of the initiator session π∗ (“forward secrecy”). Note that
since ExplicitAuth is ensured to hold (by Game G4), the latter implies that there actually
must be an honest partner π∗p holding the same sid , so we can at this point focus on such
passive executions.

Game I.0. This case begins with Game G5 conditioned on A = Test, where the test
session has an honest (sid or cid) partner:

AdvGI.0
Drivel(A) = Adv

GT
5

Drivel(A).

Game I.1 (Guess the partner session). In Game GI.1, we guess the session π∗p that
is the honest sid partner (if π∗ is an initiator) or cid partner (else) of π∗. Aborting if the
guess is incorrect, this introduces a loss in the number of sessions:

AdvGI.0
Drivel(A) = ns · AdvGI.1

Drivel(A).

Game I.2 (Ephemeral KEM IND-1CCA). Let

(ce,Ke)←$ KEM.Encap(pke)

be the encapsulation computed at session π∗. If π∗ is an initiator then this is the ephemeral
public key pke in sid , and otherwise, it is the ephemeral public key in cid (which must
necessarily be determined by Game GI.1).

In Game GI.2, we replace the ephemeral KEM key Ke with a uniformly random K̃e in π∗.
All values derived from Ke in π∗ use the randomized value K̃e.
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We bound the adversary A’s difference in advantage by a reduction B8 to the IND-1CCA
security of KEM. B8 obtains the IND-1CCA challenge (pk , c∗,K ∗) and simulates the game
for A as follows. In the protocol run between π∗ and π∗p, B8 uses pk as the ephemeral
public key of the initiator and c∗ as the ciphertext ce. If the initiator session receives a
ciphertext ce ̸= c∗, then B8 queries its IND-1CCA decapsulation oracle (once) and uses the
response as Ke; else, if ce = c∗, then B8 uses K ∗ as Ke. If K

∗ is the real KEM key then B8
has exactly simulated GI.1 to A; else, if K ∗ is random, then B8 has exactly simulated GI.2 to
A. Therefore:

Pr[GI.1]− Pr[GI.2] ≤ AdvIND-1CCA
KEM (B8).

Game I.3 (Random FS). In Game GI.3, we replace evaluations F2(·,K ∗) with a random

function. This in particular replaces FS with a uniformly random value F̃S in π∗. (Note
that if π∗p received the same ciphertext, then it will also use K ∗.)

We bound the difference in this step by a reduction to the swap-PRF security of F2. The
reduction B9 uses its oracle in place of F2(·,K ∗), simulating either GI.2 or GI.3, giving:

Pr[GI.2]− Pr[GI.3] ≤ Advswap-PRFF2
(B9).

Game I.4 (Random skey). Finally, in Game GI.4, we replace evaluations F1(F̃S , ·) with
a random function. This in particular replaces skey with a uniformly random value skey∗ in
π∗. We again bound this game hop by a reduction to the PRF security of F1:

Pr[GI.3]− Pr[GI.4] ≤ AdvPRFF1
(B10).

We now have in Game GI.4 that the real and random session key output of the Test
oracle are both randomly sampled. Also, any non-partnered session keys are independent
of π∗, since the context input when deriving skey is precisely the session identifier sid . Hence,
A has no better chance than guessing the challenge bit b and so

AdvGI.4
Drivel(A) = 0.

Case II. Win via ChallExec

In this proof case, A commits to making a single ChallExec query on the pth-created
server, denoted v∗ here (and not making any Test queries). We assume that A makes
one ChallExec call, as otherwise its advantage is 0, and hence never calls RevSecretKey
on p, as otherwise it would violate ObfFresh and lose.

Game II.0. This case begins with Game G5 conditioned on A = ChallExec:

Pr[GII.0] = Pr[GC
5 ].

Game II.1 (Long-term KEM SPR-CCA). Let

(cS ,KS)←$ OKEM.Encap(pkS)
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be the encapsulation computed by the initiator when ChallExec is called.
In Game GII.1, we replace the ciphertext cS , as well as the long-term KEM key KS as

follows. Instead of running OKEM.Encap, the initiator samples cS ←$ {0, 1}cl and KS ←$K
uniformly at random.

We bound the adversary A’s difference in advantage by a reduction B11 to the SPR-CCA
security of OKEM. B11 obtains the SPR-CCA challenge (pk , c∗,K ∗) with respect to a
simulator S$ that samples ciphertexts uniformly at random from {0, 1}cl, and simulates
the game for A as follows. It uses pk as the public key of the pth-created responder v∗

committed to by the adversary. When ChallExec is called, B11 uses c∗ as the ciphertext
cS . In any session of v∗, if the ciphertext cS received is not c∗, then B11 queries its SPR-CCA
decapsulation oracle and uses the response as KS ; else, if cS = c∗, then B11 uses K ∗ as KS .
If (c∗,K ∗) are the real KEM values then B11 exactly simulates GII.0 to A; else, if they are
random, then B11 simulates GII.1. Therefore:

Pr[GII.0]− Pr[GII.1] ≤ AdvSPR-CCAOKEM,S$(B11).

Game II.2 (Random ES). In Game GII.2, we replace ES with a uniformly random ẼS
in the sessions created by the ChallExec call. We bound the difference in this step by a
reduction B12 to the swap-PRF security of F2, using its oracle instead of computing F2(·,KS).
This yields

Pr[GII.1]− Pr[GII.2] ≤ Advswap-PRFF2
(B12)

Game II.3 (Random ES ′, encryption keys, and MAC tags). Next, in Game GII.3,

we replace any evaluations of F1 keyed with ẼS with a random function in the sessions
created by ChallExec. This in particular replaces ES ′, the encryption keys EK 1 and EK 2,
and the MAC tags MACC , MC , MAC S , and MS with uniformly random values ẼS ′, ẼK 1,
ẼK 2, MAC ∗C , M ∗C , MAC ∗S , and M ∗S , respectively. We again bound the difference in this by
a reduction to the PRF security of F1:

Pr[GII.2]− Pr[GII.3] ≤ AdvPRFF1
(B13).

Game II.4 (Random FS). In Game GII.4, we replace FS with a uniformly random F̃S
in the sessions created by the ChallExec call, again bounded by PRF security of F2:

Pr[GII.3]− Pr[GII.4] ≤ AdvPRFF2
(B14).

Game II.5 (Random skey and auth). In Game GII.5, we replace evaluations F1(F̃S , ·)
with a random function in the sessions created by the ChallExec call. This in particular
replaces skey and auth with uniformly random values skey∗ and auth∗, respectively. Bounding
again by PRF security of F1:

Pr[GII.4]− Pr[GII.5] ≤ AdvPRFF1
(B15).

Note that at this point, in the ChallExec sessions, the ephemeral KEM key pair
(ske, pke), the ephemeral KEM ciphertext ce, and the shared secret Ke are not used anymore,
since the values FS , skey , and auth computed from them are sampled at random as per
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Games GII.4 and GII.5. We will leverage this to replace the ephemeral ciphertext and public
key with random strings in the transcript in the final game hops.

Game II.6 (Random epke). In Game GII.6, we replace epke = SE.Enc(ẼK 1, pke) in the
sessions created by the ChallExec call with a random bitstring epk∗e of the same length.
We can bound the adversary A’s difference in advantage by a reduction B16 to the OT-IND$
security of SE, since ẼK 1 is random by GII.3. We obtain

Pr[GII.5]− Pr[GII.6] ≤ AdvOT-IND$
SE (B16).

Game II.7 (Random ecte). Finally, Game GII.7 replaces ecte = SE.Enc(ẼK 2, ce) in the
sessions created by the ChallExec call with a random bitstring ect∗e of the same length.
Similar to GII.6, we bound the adversary A’s difference in advantage by a reduction B17 to
the OT-IND$ security of SE, since ẼK 2 is random by GII.3:

Pr[GII.6]− Pr[GII.7] ≤ AdvOT-IND$
SE (B17).

Now we have that the response to the ChallExec oracle is distributed independent of
the challenge bit b: In both cases, the returned transcript consists of random strings of length
corresponding to the protocol messages and variable padding, exactly matching the output of
the simulator SDrivel (Section 4.3): epke is random by GII.6, cS by GII.1, ecte by GII.7, PC , PS

are random padding by definition, and MC , MACC , MS , MAC S are replaced by uniformly
random values (by GII.3), as well as the auth tag and the session key skey (by GII.5).

Hence A cannot win in this case anymore and we have

AdvGII.7
Drivel(A) = 0.

Collecting the bounds yields the theorem statement.
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