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ABSTRACT

Client puzzles are cryptographic problems that are neither
easy nor hard to solve. Most puzzles are based on either
number theoretic or hash inversions problems. Hash-based
puzzles are very efficient but so far have been shown secure
only in the random oracle model; number theoretic puzzles,
while secure in the standard model, tend to be inefficient.
In this paper, we solve the problem of constructing crypto-
graphic puzzles that are secure in the standard model and
are very efficient. We present an efficient number theoretic
puzzle that satisfies the puzzle security definition of Chen et
al. (ASTACRYPT 2009). To prove the security of our puzzle,
we introduce a new variant of the interval discrete logarithm
assumption which may be of independent interest, and show
this new problem to be hard under reasonable assumptions.
Our experimental results show that, for 512-bit modulus,
the solution verification time of our proposed puzzle can be
up to 50x and 89x faster than the Karame-Capkun puzzle
and the Rivest et al.’s time-lock puzzle respectively. In par-
ticular, the solution verification time of our puzzle is only
1.4x slower than that of Chen et al.’s efficient hash based
puzzle.

Categories and Subject Descriptors

C.2.4 [Computer-Communication Networks]|: Distributed

Systems— Client/Server; D.4.6 [Operating Systems]: Se-
curity and Protection—Authentication

General Terms

Security

Keywords

client puzzle, denial of service, interval discrete log problem,
factorisation, puzzle unforgeability, puzzle difficulty
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1. INTRODUCTION

Denial-of-service (DoS) attacks are a growing concern to
networked services like the Internet. In recent years, major
Internet e-commerce and government sites have been dis-
abled due to various DoS attacks. A common form of DoS
attack is a resource depletion attack, in which an attacker
tries to overload the server’s resources, such as memory or
computational power, rendering the server unable to service
honest clients. A promising way to deal with this problem
is for a defending server to identify and segregate malicious
traffic as earlier as possible.

Client puzzles, also known as proofs of work, have been
shown to be a promising tool to thwart DoS attacks in net-
work protocols, particularly in authentication protocols. A
puzzle is issued by the server in reply to each request when
the server is under attack. After receiving a puzzle, the
client has to solve it in order to convince the server to allo-
cate its resources. The main idea is that puzzle generation
and solution verification should be easy for the server, while
computing the puzzle solution should be somewhat compu-
tationally hard for the client.

Many client puzzles have been proposed since they were
first introduced by Dwork and Naor in 1992 [7]. An im-
portant recent development has been the analysis of client
puzzles in the provable security framework [6, [19]. The
computational problems underlying most puzzles are either
number-theoretic |7} |12, |21] or based on hash inversions (3}
6, |10 [11]. Hash-based puzzles are very efficient — genera-
tion and verification typically requires only one or two hash
function calls — but concrete realisations to date have been
shown secure only in the random oracle model. Number-
theoretic puzzles, on the other hand, have been shown secure
in the standard model but have tended to be relatively ineffi-
cient, typically requiring the server to perform a large integer
modular exponentiation making it unsuitable for high speed
applications. Recently, Rangasamy et al. [16] proposed an
efficient modular exponentiation based client puzzle which
does not require any online exponentiations for puzzle gener-
ation and verification. But the puzzle security relies on the
security of time-lock puzzle of Rivest et al. [17] and does
not follow from standard model security assumptions. The
existence of a highly efficient, standard-model secure client
puzzle has remained an open question until now.

1.1 Contributions
Our contributions in this work are as follows:

e We propose an efficient number-theoretic client puzzle



PuzzLE STANDARD GENERATION GENERATION VERIFICATION VERIFICATION
MODEL CosT TIME (us) CosT TIME (us)
. 1 hash
Rivest et al. |17] Yes 1 hash 480 In|-bit mod. exp. 474,68
] = . 2 HMAC (4 hash) 2 HMAC (4 hash)
Karame-Capkun [12] Yes 1 ged 8.37 2k-bit mod. exp. 263.35
Chen et al. 1 HMAC and 1 HMAC
hash based puz |6] No 1 hash 5.92 1 hash 3.77
§ . 1 hash 1 hash
Rangasamy et al. 16] Yes 2(¢ — 1) mod. mul. 16.66 3 mod. mul. 14.75
B 1 HMAC, (¢ — 1) mod. add.
Our Puzzle Yes (¢ —1) mod. mul. 1 HMAC
1 large integer mul. 1 large integer mul.
1 large integer add. 31.43 1 large integer add. 5.31

Table 1: Puzzle generation and verification costs and time for low difficulty level @, 512-bit RSA modulus n,
56-bit security parameter k. £ is set to 4 and 8 for Rangasamy et al.’s puzzle and our puzzle respectively.

DLPuz that does not require any online exponentia-
tions. In fact, our puzzle requires only a few modular
additions and multiplications for generation and ver-
ification which is a significant improvement over the
existing practical standard model puzzles. Thus we
solve the problem of constructing cryptographic puz-
zles that are secure in the standard model and are very
efficient. Table [I] lists the generation and verification
costs and times for our puzzle and other puzzles.

e We compare the performance of our puzzle with the
performances of the puzzles listed in Table[I} Our ex-
perimental results show that the solution verification
time of our puzzle is approximately 89 times faster
when compared to Rivest et al.’s time-lock puzzle and
by approximately 50 times faster when compared to
Karame and Capkun, for 512-bit RSA moduli. The so-
lution verification time of our puzzle is approximately
3 times faster than that of Rangasamy et al.’s efficient
number theoretic puzzle. The puzzle verification time
of our puzzle is only 1.4 times slower than Chen et al.’s
most efficient hash based puzzle which is proven secure
in the random oracle model.

e We analyse the security of our puzzle using the puzzle
security model of Chen et al. |6] and show that our
puzzle satisfies the unforgeability and difficulty prop-
erties.

e Though our puzzle enjoys a simple construction, its
security does not follow directly from existing crypto-
graphic assumptions. We introduce a new variant of
the composite interval discrete logarithm assumption
which we call the modular composite interval discrete
logarithm assumption, IDL*. We show that this new
computational problem is as hard as the composite
interval discrete logarithm problem (IDL) and the fac-
torisation problem.

Outline.

The rest of the paper is organised as follows. Section
presents the background and motivation for our work. In
Section [3] we present our new client puzzle scheme DLPuz.
In Section |4 we introduce a new variant IDL* of the com-
posite interval discrete logarithm assumption and analyse its
hardness. Section [5| describes the puzzle security model of
Chen et al. and provides the security analysis of DLPuz in
the standard model, relating its difficulty to the new IDL*

problem. Finally, we present our experimental results in
Section [f] and conclude the paper with future work in Sec-
tion [7

2. BACKGROUND

In this section, we review the relevant literature on client
puzzles, with an emphasis on standard model puzzles.

Client Puzzles. Client puzzles were first proposed by Dwork
and Naor |7] as a countermeasure for email spam. Many
client puzzles [3| |6} 10, |11] are based on the difficulty of in-
verting a hash function. These hash-based puzzles are gen-
erally quite efficient: typically they require only one or two
hash function calls for puzzle generation and verification. In
this work we will focus on number theoretic puzzles, and will
review the various constructions below.

Until recently, the difficulty of solving puzzles was ad-
dressed in a mostly ad hoc manner. However, several prov-
able security models have been recently introduced: one by
Chen et al. [6] for analysing the difficulty of solving a single
puzzle, and one by Stebila et al. [19] for the case of solving
multiple puzzles.

Modular Ezxponentiation-Based Puzzles. In 1996, Rivest et
al. |17] introduced time-lock puzzles that can only be solved
by running a computer continuously for a certain amount
of time. An example construction of a time-lock puzzle was
given based on repeated squaring. Given a composite RSA
modulus n and a random element a in Zj,, the client’s task

is to do t repeated squaring on a: compute a2 mod n.

The server can use its knowledge of ¢(n) as a shortcut to
create the puzzle with two modular exponentiations, whereas
the client has to spend no less than the predetermined amount
of time to solve the puzzle. However, because of the high
cost of puzzle generation and verification at the server, time-
lock puzzles are not suitable for DoS defense.

In 2010, Karame and Capkun [12] reduced the verification
cost of the time-lock puzzles of Rivest et al.. The puzzle
scheme works as follows: Let (n,e,d) be a tuple of RSA
parameters such that e-d =1 mod ¢(n). Here d is chosen
to be small such that d > k, where k is a security parameter.
Instead of an RSA public key e, an enlarged public key € is
given as the puzzle and a client needs to encrypt a challenge
string. The difficulty of a puzzle is adjusted by increasing
or decreasing the size of €. The server verifies a solution by
decrypting with d (which is small) and checking whether the
resulting value matches the challenge.



logn

The speed-up achieved was a factor of , when logd =
k+1. For example, when a 1024-bit modulus is used, the full
1024-bit modular exponentiation required for solution verifi-
cation in time-lock puzzles is reduced to a 1024-bit modular
exponentiation with an 80-bit exponent. Although, this im-
provement is significant compared with the performance of
known time-lock puzzles, the puzzle is still not suitable for
high-speed practical applications because of its higher veri-
fication cost.

Recently, Rangasamy et al. |16] proposed a modular
exponentiation-based client puzzle which can be seen as an
efficient alternative to Rivest et al.’s time-lock puzzle. Un-
like the Rivest et al.and Karame-Capkun puzzle, Rangasamy
et al.’s puzzle does not require the server to perform any on-
line exponentiations. In fact, the server has to perform to-
tally two hash operations and few modular multiplications
for the puzzle generation and verification. Although it is
a significant improvement over the Karame-Capkun puzzle
construction, the security of the puzzle does not rely on the
standard security assumptions.

Diffie-Hellman-Based Puzzles. Waters et al. [21] proposed a
puzzle based on the Diffie-Hellman (DH) problem. Given a
generator (3 of a group of prime order g and a random integer
a in [r,r + Q], a puzzle consists of the values (87 Q),
where f is a one-way permutation on Z, and @ is a diffi-
culty parameter. The client solves the puzzle by checking
each candidate value @ € [r,r + Q] to see if /@ = gf(a),
By giving a hint interval [r,r + Q] to the client, the puzzle
difficulty achieves linear granularity.

To contact a particular server, the client needs to do extra
work by combining the puzzle solution with the server’s DH
public key; that is, the client actually calculates (8%)7(® as
3/ (@ where y is the public key of the server. The server
needs one modular exponentiation to verify the solution, by
raising the puzzle to its private key z: (87(*)*. Since the
defending server can independently compute the solution for
a time period, all the solutions for the particular time period
are precomputed and stored by the server so that verification
needs a single table lookup.

While verification via table lookup is considered to be
cheap, constructing a puzzle still requires one modular ex-
ponentiation which is expensive and thus is undesirable for a
defending server. To avoid this circumstance, Waters et al.
suggested outsourcing the puzzle creation to a secure third
party, called a bastion, thereby removing the computational
burden of puzzle generation from the server. However, the
assumption on existence of such a third party seems to be
unsatisfactory.

3. DLPuz: AN EFFICIENT NUMBER-
THEORETIC PUZZLE

This section describes our new client puzzle construction
DLPuz, which is based on the problem of finding a discrete
logarithm in an interval. First we review the definition of a
client puzzle and then present our construction.

Notation. If n is an integer, then we use |n| to denote the
length in bits of n, and ¢(n) is the Euler phi function for
n. If S is a set, then = < S denotes choosing = uniformly
at random from S. If A is an algorithm, then = < A(y)

denotes assigning to x the output of A when run with the
input y. An interval of integers is denoted by [a,b]. If Z is an
interval, we note in particular that Z < [a, b] denotes setting
7 to be the interval with endpoints a and b, not selecting an
element from that interval. If k is a security parameter, then
negl(k) denotes a function that is negligible in k, namely
asymptotically smaller than the inverse of any polynomial
in k.

3.1 Defining Client Puzzles

Chen et al. [6] gave the following definition of a client
puzzle:

DEFINITION 1. Client Puzzle A client puzzle Puz is a tu-
ple consisting of the following algorithms:

o Setup(1¥): A p.p.t. setup algorithm that generates and
returns a set of public parameters params and a secret
key s, the former of which includes a puzzle difficulty
parameter space QSpace.

e GenPuz(s, Q, str): A p.p.t. puzzle generation algorithm
which accepts a secret key s, difficulty parameter @Q,
and a session string str and returns a puzzle puz.

e FindSoln(puz,t): A probabilistic puzzle solving algo-
rithm that returns a potential solution soln for puzzle
puz after running time at most t.

e VerAuth(s,puz): A d.p.t. puzzle authenticity verifica-
tion algorithm that returns true or false

e VerSoln(s, str, puz, soln): A d.p.t. puzzle solution ver-
ification algorithm that returns true or false.

For correctness, we require that if (params, s) < Setup(1¥)
and puz < GenPuz(s, @, str) then there exists ¢ € N such
that VerSoln(s, str, puz, soln) is true with probability 1 where
soln < FindSoln(puz, t).

3.2 The DLPuz Puzzle

The idea behind our proposed puzzle scheme is the fol-
lowing: given a RSA modulus n, g,V = ¢* mod n and an
interval Z, where v € Z, the task of a client is to find v.

Waters et al. [21] outsourced the computation of g* mod n
to a trusted third party, thereby removing the computational
burden associated with the puzzle generation. In this work,
we show how to shift this burden to clients while maintain-
ing the secrecy of the solution. Hence, we do not assume the
existence of such a trusted third party, thereby making our
proposal more practical.

Our puzzle construction makes use of several other cryp-
tographic primitives. It relies on a modulus generation algo-
rithm GenRSA that generates an RSA-style modulus n = pq.
We note that RSA modulus generation only needs to be done
once in the Setup phase, not in each puzzle generation. Our
puzzle also employs a technique due to Boyko et al. [5] for
quickly generating many ephemeral values g* using a rela-
tively small amount of precomputation.

DEFINITION 2. (Modulus Generation Algorithm) Let k be
a security parameter. A modulus generation algorithm is
a probabilistic polynomial-time algorithm GenRSA that, on
input 1%, outputs (n,p, q) such that n = pq and p and q are
k-bit primes.



In our puzzle generation algorithm, the server has to gen-
erate a pair (a, g%) for each puzzle. Since the generation of
these pairs are expensive, the server uses the following gen-
erator proposed by Boyko et al. [5] to efficiently generate
such pairs for each puzzle.

DEFINITION 3. (BPV Generator) Let k, £, and N, with
N > £ > 1, be parameters. Let n < GenRSA(1%) be an
RSA modulus. Let g be a random element of order M in the
multiplicative group Z,,. A BPV generator consists of the
following two algorithms:

e BPVPre(g,n,N,M): A pre-processing algorithm that
is run once. Generate N random integers x1,x2,. ..
Zn. Compute X; < g** mod n for each i. Return a
table T +— ((wl,Xl))fvzl

e BPVGen(g,n, ¢, M,7): A pair generation algorithm that
is run whenever a pair (a,g®) is needed. Choose a ran-
dom set S Cgr {1,...,N} of size £. Compute u +
EjeS z; mod M. Ifu = 0, then stop and generate
S again. Otherwise, compute U Hjes g% mod n
and return (u,U). In particular, the indices S and the
corresponding pairs ((x;,X;))jes are not revealed.

Randomness of BPV generator.

Boyko et al. [5] proposed the discrete-log-based BPV gen-
erator to speed up protocols based on discrete logarithm
such as Elgamal, DSS and Schnorr signatures, Diffie-Hellman
key exchange, and Elgamal encryption. In Boyko’s thesis |4],
it is proved (Claim 4) that the outputs of the BPV gener-
ator are statistically indistinguishable from uniform values
for large values of (JZ ). Nguyen et al. [13] proposed the ex-
tended BPV generator (EBPV) and argued that for the BPV
generator is the special case of EBPV generator and hence
the security results for EBPV also holds for BPV. They es-
tablished the security of some discrete logarithm based sig-
nature schemes that use EBPV under adaptive chosen mes-
sage attack. They also obtained results for the statistical
distance between the distribution of EBPV and the uniform
distribution.

Nguyen and Stern [14] analysed the distribution of the
output of the BPV generator and showed in Theorem [I] that
for a fixed M, with overwhelming probability on the choice
of z;’s, the distribution of the BPV generator is statisti-
cally close to the uniform distribution [14]. In particular, a
polynomial time adversary cannot distinguish the two dis-
tributions

THEOREM 1. For all M > 0, if z1,...xN are chosen
independently and uniformly from [0, M — 1] and if a =

> jes @i mod M is computed from a random set S C {1,... N}

of ¢ elements, then the statistical distance between the com-
puted a and a randomly chosen a' € Zuy is bounded by

M/(Y). That is,
<o)

Pr (Zx] =a mod M) — %
JjeSs
The above theorem is valid even if one considers polyno-
mially many samples, not just one. The bound for BPV
is shown in Theorem [} Moreover, if the statistical differ-
ence of some distributions D; and Dy defined over a set S

s, N <R

is less than e, then the statistical difference of DY and D3
defined over the set 8" is less than ue, where D} is defined
by choosing m elements independently random from S.

3.3 Definition of DLPuz

We now give the definition of our puzzle DLPuz in Fig-
ure |1} which we have organised diagrammatically to suggest
an interaction between a server issuing puzzles and a client
solving them. DLPuz is parameterised by a security param-
eter k, a difficulty parameter Q. In practice, a server using
client puzzles as a denial-of-service countermeasure can vary
Q@ based on the severity of the attack it is experiencing.

Puzzle solving. One typical method for a legitimate client
to implement the FindSoln algorithm is a brute-force search.
Upon receiving a puzzle puz from the server with an inter-
val [i,i 4+ @], the client computes V and ¢g° mod n. Tt then
iterates by multiplying the current value with ¢ mod n and
comparing that value with V. If the length of the inter-
val Z is @, then this will take approximately @/2 multipli-
cations on average, plus the cost of the initial exponentia-
tions. We note however that a client could also choose to
solve this problem using one of the faster interval-kangaroo
techniques described by Galbraith et al. [8] which require
approximately O(1/Q) steps plus the cost of the initial ex-
ponentiations.

Server efficiency. In many scenarios, it is essential that the
GenPuz, VerAuth, and VerSoln algorithms be extremely effi-
cient. In a denial-of-service setting, these algorithms are run
online by the server many times, and if they were expensive
then an attacker could induce a resource depletion attack by
asking for many puzzles to be generated or verified.

GenPuz: The dominant cost in puzzle generation is the
BPYV pair generation BPVGen, which requires ¢ — 1 modular
additions and ¢ — 1 modular multiplications. There is also
a single call to the HMAC H, (a keyed collision-reisistant
pseudo-random function where p is used as a key), a large
integer multiplication b - z, and three integer additions.

VerAuth: Puzzle authenticity verification is quite cheap,
requiring just a single call to the HMAC H,,.

VerSoln: To verify correctness of a solution, the server has
to perform only 1 modular addition and 1 modular multi-
plication.

REMARK 1. In DLPuz as specified in Figure[l] the server
has to store a short-term secret a to re-compute v for ver-
ifying the solution. If the server stores a for each puzzle,
then it may be vulnerable to a memory-based DoS attack.
To avoid this type of attack, the server may use a stateless
connection [1|f to offload storage of a to the client. In partic-
ular, the server can encrypt a under a long-term symmetric
key sk and send it along with each puzzle. Then the client
has to echo it back while sending the solution to the puzzle.
In this way, the server remains stateless and can obtain a
by decrypting the encrypted value using the key sk. The cost
for encryption and decryption adds a very little cost to the
server. For example, the time to encrypt or decrypt 512 bits
of data using AES-128-CBC is approximately 0.4038 micro
seconds and hence we ignore these costs in the performance
comparison section.

3.4 Parameter Sizes for DLPuz



Client

Server

Setup(1%)

(n,p,q) + GenRSA(lk)

b <r [1,6(n)], compute ¢° mod n
PR {07 1}k

7 = ((w:, X;))7L, < BPVPre(g,n, N, M)
s < (b, p, d(n), 7), params < (g,n)

random N¢

Nc

FindSoln(N¢, puz, t)

N¢,puz

V < g*-(g")® modn

findvelZ

soln < v

st. V.=¢" modn

Nc,puz, soln

GenPuz(s, Q, N.)

(a, g%) + BPVGen(g,n, £, M, )
random Ng

z + H,(Nc,Ns,IPc,IDs, g% ¢°, Q)
v+ a+b-z mod ¢(n)
r<r[0,Q—1,Z+ v—r,v—7+Q)]

puz < (Nsvzagavgbazmg?n)

VerAuth(s, puz)

2 < H,(Ne,Ns, IFc, IDs, g%, ", Q)
VerSoln(s, puz, soln)

soln=a+b-z mod o(n)

Figure 1: Client puzzle DLPuz based on the interval discrete logarithm problem

Number of pairs Values of \/M/ (]Z)) for a 80-bit M

to pre-compute and the chosen ¢
N {=8|4=9|4=10|{¢=11|(=12 |{=13 |{=14 |{=15|(=16 | (=17
510 57 5T 5=5 5=0 517 5=T8 5=73 527 532 536
Tt 5 55 510 515 5720 575 530 535 510 5715
512 54 59 515 520 5726 53T 5=37 542 548 553
513 5=8 [ 9= | 5=20 5726 532 538 5=4 550 556 502
PIE 5=12 [ 9=18 | 5= 5—30 5—38 o= 551 5=57 5—67 5=T0
515 516 [ 9=28 | =30 5=37 o1 551 558 5—65 5=72 579
516 5=20 [ 9=27 | 535 512 5=50 557 565 5=T2 5—80 587
o7 5= | 932 | 540 5—18 5—56 567 572 5—50 558 595

Table 2: Distinguishability of BPV Pairs from Random pairs




Our DLPuz requires a pair (a,g®) to be computed dur-
ing each puzzle generation. We use BPV generator to effi-
ciently generate such a pair using the N pre-computed pairs
(i, X;). The efficiency of puzzle generation depends on the
number of elements £ in the random set S the server choose
to compute (a,g”). Note that a defending DoS server may
prefer to reduce the number of modular multiplications re-
quired for each puzzle generation. Hence it might be ap-
propriate for the server to choose the bigger value of N
(polynomial in log M) to make £ smaller. Table [2| specifies
the approximate distribution distance between pairs (a, g%)
generated uniformly at random versus pairs generated by
the BPV generator using Theoremfor the specified N and
¢ values, with a 80-bit M value. An example showing the
statistical distance for specific parameter values appear in
Appendix [A]

4. A NEW VARIANT OF THE INTERVAL
DISCRETE LOGARITHM PROBLEM

Computing discrete logarithms in an interval is a funda-
mental computational problem that has arisen naturally in
a number of contexts [9, |15} |20]. The security of our DLPuz
puzzle relies on a variant IDL* of the Interval Discrete Log
(IDL) assumption; the main difference in our variant is that
the adversary can return any value 2’ which is equivalent,
modulo ¢(n) (where n is an RSA modulus), to the discrete
logarithm of ¢”. In this section, we introduce a new vari-
ant IDL* and show that our new IDL* problem is as hard as
the original IDL problem and integer factorisation. The for-
mal definition of the factorisation and the interval discrete
log problem specifically for the RSA composite modulus n
appear in Appendix [B]

4.1 The Modular Composite Interval Discrete
Logarithm Problem

We now describe our variant of the IDL problem. Given a
modulus n = pq, an element y = ¢ mod n, and an interval
7 of length g such that x € Z, the modular composite interval
discrete logarithm problem IDL* is to compute =’ such that
z =12 mod ¢(n).

DEFINITION 4. (Modular Composite Interval Discrete Log-
arithm Problem |DL*) Let k be a security parameter, q be a
difficulty parameter, and GenRSA be a modulus generation
algorithm. Let A be a probabilistic algorithm. Define the
experiment EXPE,LG*enRSA,q(k) as follows:

~

n < GenRSA(1%).

2. g«RrZ, x+nr[l¢(n)], y+ ¢g° modn.

3. r«rl0,g—1, L« [z —r,a—7r+g.

4. '+~ Alg,y,n,T).

5. Output 1 if ¥’ =z mod @(n) and 0 otherwise.
The advantage of A in violating the IDL* assumption is
AdVIR!‘G*enRSA,q(k) =Pr (EXPE!—G*enRSA,q(k) = 1)

The IDL* problem with GenRSA is said to be 0y, q(t)-hard if
Adv'j)yLG*eHRSqu(k) < Op,q(t) for all A running in time at most
t.

In the following theorem we show that solving the IDL*
problem is as hard as solving either the IDL problem or the
integer factorisation problem.

THEOREM 2 (HARDNESS OF IDL¥). Let k be a security
parameter, q be a difficulty parameter, and GenRSA be a
modulus generation algorithm. Suppose there exists a prob-
abilistic algorithm A running in time t which can solve the
IDL* problem for GenRSA on an interval of size q. Then
there exists a probabilistic algorithm B with running time
t' =t + tep(k) + ¢, where tep(k) is the time to compute
an exponentiation modulo an output of GenRSA(1%) and c is
a constant, that solves either the factorisation problem for
GenRSA or the IDL problem on an interval of size q. In
particular,

Adv!E}(:enRSA,q(k) S Advza,céenRSA(k)+AdVg,LGenRSA,q(k)+negl(k) .

ProOOF. Let A be a probabilistic algorithm with running
time ¢. We prove the theorem using a sequence of games [18].
In one of the games, we will insert a factorisation challenge
and a win by the adversary lets us factor; in another game,
we will insert an IDL challenge and a win by the adversary
gives us the discrete logarithm.

Let S; be the event the adversary A wins game G;.

Game Go.
Let Go be the original IDL* experiment. Thus,
AdvR Genrsnq (k) = Pr(So) - (1)
Game G;.

In game Gi, the challenger chooses x from the interval
[1,n] instead of the interval [1, ¢(n)]. Since ¢(n) is very close
to n, the distribution of messages returned by the challenger
is virtually unchanged. In particular, the probability that x
lies in an interval [¢(n), n] is (n—¢(n))/n = O(1/4/n) which
is negligible in k£, and hence

|Pr(So) — Pr(S1)| < O (1/v/n) < negl(k) . (2)

Game G: Factorisation.

The change from G; to Gz is that in Gz the challenger uses
the adversary to try to factor a modulus n from a factori-
sation challenger by simulating the IDL* experiment from
game Gj.

To begin, the IDL* challenger B obtains a factorisation
challenge: it is given n such that n = pq and must compute
either p or q. With this n, B chooses the values g, z, y, T,
and Z as in game Gi. B then initiates .4 with the inputs
(9,y,n,Z). Suppose A solves the IDL* problem. Let y be
the element output by A; we have that y = z mod ¢(n).
Here either y = = or y = = + m¢(n). Let F be the event
that y = z + m¢(n) where m > 1.

When F occurs, B can compute y — z = m¢p(n). With a
multiple of ¢(n), B can now compute a non-trivial factor of
n. Hence,

Pr(Sz|F) < AdvigSenrsa (k) ®3)

and the running time of B is ¢(B) = t(A) + texp + ¢, where
texp is the time to perform an exponentiation ¢g” mod n and
c is a constant. We also note that, since the distribution of
values provided by B to A are exactly the same as in game



G1, we have
|Pr(S1|F) — Pr(S2|F)| =0 . (4)

When F does not occur, we do not have any way of solving
the factorisation problem. However, we will construct game
Gs in which we can solve an IDL challenge when F occurs.

Game Gs: IDL.

Game Gs is based on Gi (not Gz2); the change from Gp to
Gs is that in Gs the challenger uses the adversary to try to
solve a modular composite interval discrete logarithm prob-
lem from an IDL challenger by simulating the IDL* experi-
ment from game G;.

The IDL* challenger B obtains an IDL challenge: it is
given (g,¢%,n,Z), and must compute z. B passes the in-
puts (g,¢%,n,Z) to A. Suppose A solves the IDL* problem.
Let y be the element output by A; we have that y =
mod ¢(n). Here either y = z or y = x + me(n). Again, let
F be the event that y = z + m¢(n) where m > 1.

When F occurs, B has a solution y = x to the IDL challenge
it was given. Hence,

Pr(S3|F) < Advig Genrsa.q () (5)

and the running time of B is ¢(B) = t(A). We also note
that, since the distribution of values provided by B to A are
exactly the same as in game G;, we have

|Pr(S1|F) — Pr(Ss|F)| =0 . (6)

When F does not occur, we do not have any way of solving
the IDL problem. However, game G2 handles the event when
F occurs.

Analysis of Game G;.
Combining equations 7@, we find

Pr(S1) = Pr(F) Pr(S1|F) + Pr(F) Pr(S:1|F)
= Pr(F) Pr(Sz|F) + Pr(F) Pr(Ss|F)
< Pr(F)AdvE Genrsa (k) + Pr(F)AdVE Genrsa q (k)
< AV Genrsa (k) + AdVE Genrsa (k) - (7)

Final result.
The result follows by combining equations , , and

@M. O
S. SECURITY ANALYSIS OF DLPuz

In this section, we analyse the DLPuz puzzle using the
security model of Chen et al. [6]. Chen et al. introduced
two security properties that a client puzzle should satisfy:
unforgeability and difficulty. We give a brief description of
these two properties. Unforgeability of DLPuz follows from
the straightforward use of a pseudo-random function as a
message authentication code. We show that the difficulty of
DLPuz can be reduced to the IDL* problem.

5.1 Unforgeability

This experiment measures the ability of an adversary to
produce a valid client puzzle and force a server to accept
it as one that was not originally generated by a server in a
probabilistic way.

In general, unforgeability can easily be provided by using
a message authentication code (MAC) or pseudo-random

function to tag puzzles generated by the server, and this
is what done in DLPuz. The formal definition of puzzle
unforgeability and the result showing that DLPuz is indeed
unforgeable appear in Appendix [C|due to space constraints.

5.2 Difficulty

The difficulty property ensures that an adversary has to
spend the specified amount of resources to solve an instance
of a client puzzle. In the following theorem, we show that
our puzzle, DLPuz, is a difficult puzzle under the IDL* as-
sumption.

DEFINITION 5. (Puzzle Difficulty [6]) Let k be a security
parameter and let Q be a difficulty parameter which is kept
fized through the experiment. Let A be a probabilistic al-
gorithm and Puz be a client puzzle. Define the experiment
ExpEliff;uz,Q(k) as follows:

1. (params, s) < Setup(1¥).

2. Run A(params) with oracle access to CreatePuzSoln(-)
and Test(-), which are answered as follows:

e CreatePuzSoln(str): puz < GenPuz(s, Q, str). Find
a solution soln such that VerSoln(puz, soln) =
true. Return (puz, soln) to A.

e Test(str*): This query may be asked once, at any
point during the game. The challenger gener-
ates a puzzle puz® + GenPuz(s, Q, str) and re-
turns puz® to A. Then A may continue to ask
CreatePuzSoln queries.

3. A outputs a potential solution soln™.

4. Output 1 if VerSoln(puz™, soln™) = true and 0 other-
wise.

We say that A wins the game if EprDLffLuzyQ(k) =1 and loses
otherwise. The advantage of A is defined as:

A e (4) = Pr (BB () = 1)

Let €x,q(t) be a family of functions monotonically increas-
ing in t. A puzzle Puz is ek, (t)—difficult if, for all proba-
bilistic algorithms A running in time at most t,

Ade‘iﬁ:UZ’Q(k) < Ek,Q(t) .

THEOREM 3  (DIFFICULTY OF DLPuz). Let k be a secu-
rity parameter and let Q be a difficulty parameter. Let GenRSA
be a modulus generation algorithm and let H, be a pseudo-
random function. Suppose IDL* with GenRSA is dk,q(t)-
difficult. Let ex,q(t) = Okt + O(polylogk)) + negl(k).
Then DLPuz is e, (t)-difficult for all probabilistic algorithms
A running in time at most t.

PROOF. We prove the theorem using a sequence of games.
Let A be a probabilistic algorithm with running time ¢. Let
S; be the event that A wins in game G;. We will use an
adversary A that wins the puzzle difficulty experiment to
construct an algorithm B that solves the IDL* problem.

Game Go. _
Let Go be the original difficulty game ExpafFDLPuZ,Q(k")' For
clarity, we write the full definition of this game:



1. The challenger first runs the Setup algorithm and ob-
tains s « (b, p, p(n), (x;, X;)) and params < (n, g, g°).
s is kept secret by the challenger and the parameters
params are supplied to A.

2. Whenever A issues a CreatePuzSoln(N¢) query, the
challenger first runs the BPV pair generator BPVGen
to obtain a pair (a,g®) and then computes z, v, and
an interval Z of length @ in which v lies as in the
puzzle description (Figure [1). The challenger returns
(pu'z:SOln) A ((z7ga’gb7z),1}) to A.

3. At any point during the game, A is allowed to issue
a Test(N¢) query for which the challenger, generates a
puzzle puz* = (2%, g, g°,T") using GenPuz(s, Q, Nc~)
and returns puz* to A. Then A may continue to ask
CreatePuzSoln(N¢) queries.

4. Eventually, A outputs a potential solution soln™ =
v*. If VerSoln(puz®, soln™) = true, then the challenger
outputs 1, otherwise it outputs 0.

Hence,

Pr (Exp2bipuo (K) = 1) = Pr(So) . (8)

Game G;.

In game G;, we replace the pseudo-random function H,
with a truly random function H. This change is indistin-
guishable due to the pseudo-randomness of H,, so

| Pr(So) — Pr(S1)| < megl(k) - (9)

Game G,.

In game Gz, we insert an IDL™ challenge into the response
to the Test query. In particular, the experiment proceeds as
follows:

1. Obtain an IDL* challenge (g,%,n,Z). Choose a long-
term secret b <—r Z, and compute all other values in
Setup as specified in game Gi. Set params < (g, n).

2. Run A(params) with oracle access to CreatePuzSoln(-)
and Test(-), which are answered as follows:

e CreatePuzSoln(str): As in game Gi.

e Test(str™): Use the IDL" challenge y as g“. Com-
pute 2* specified, and set Z < Z + b - z*. Return
puz < (Ns,2",y,9", ).

3. A outputs a potential solution soln™.

4. Output 1if ¢g*'" =y-(¢*)*" mod n and 0 otherwise.

If A wins game Gz, then soln®™ can be converted into a so-
lution soln™ — b - z* for the IDL* challenger. Hence,

Pr(Ss) < AdviE eenrsa.o (k) (10)

where B is our challenger which runs in time ¢(B) = t(A) +
(N + 1)texp + ¢ where c is a constant.

The messages generated by the challenger in Gz are iden-
tical to those in G; except for the following modifications:

e In game Gz, the challenger selects a random b € Z,,
instead of a random b € Zg,). This change is in-
distinguishable due to the fact that (n — ¢(n))/n ~

O (1/v/n).

e The value g* which is returned during the Test query:
in G it is an output from the BPV generator BPVGen
whereas in Gz it is uniformly random. By Theorem
one can choose N and ¢ so that the distribution of
the BPV generator is statistically close to the uniform
distribution.

Hence

| Pr(S1) — Pr(Sq)| < | M/ <JZ> + O (1/v/n) < negl(k)
(11)

for a fixed M, where the second inequality follows from ap-
propriate choices of M, N and /.

Final result.
Combining equations through yields the desired
result. [

REMARK 2. Though our puzzle is proven secure in the
Chen et al. model, it does not seem straightforward to prove
the security of our puzzle in the multiple puzzle difficulty
definition of Stebila et al. [19]. To prove the security of our
puzzle in the Stebila et al. model we need to either extend
the proposed hardness assumption (to a new variant of the
wnterval discrete logarithm problem for example) or find a
suitable computationally hard problem.

6. PERFORMANCE COMPARISON

The experimental results of the number theoretic puzzles
for 512-bit RSA modulus with the security parameter k = 56
and the hash based puzzle appear in Table The results
are shown for difficulty levels ranging from low, to high. The
experiment is run on a single core of a 3.06 GHz Intel Core i3
with 4GB RAM, compiled using gcc -02 with architecture
x86_64. The big integer arithmetic from OpenSSL 0.9.8r is
used to implement the software.

It is evident from our experimental results that our puz-
zle is much faster to verify than the existing number theo-
retic puzzles. More precisely, for the 512-bit RSA modulus,
the solution verification time of DLPuz is approximately 89
times faster when compared with Rivest et al. puzzle and by
approximately 50 times faster when compared with Karame-
Capkun puzzle. In addition, the solution verification time
of DLPuz is approximately 3 times faster when compared
with Rangasamy et al. puzzle. On the other hand, the so-
lution verification time of DLPuz is only 1.4 times slower
when compared with Chen et al.’s hash based puzzle (which
is proven secure in the random oracle model).

Note that the running time of generating DLPuz includes
the time to compute HMAC-SHA1 operation. Even though
the puzzle generation algorithm GenPuz of our puzzle is 4 to
7 times slower than the GenPuz in Rivest et al., Karame-
Capkun and Chen et al. puzzles, the cumulative puzzle
generation and verification time of our puzzle is still less
than the corresponding times in Rivest et al. and Karame-
Capkun. Moreover, the cost of GenPuz in DLPuz can be
further reduced by setting a lower value for ¢ and by in-
creasing the number of precomputed pairs N in the puzzle
setup phase.

7. CONCLUSION



512-bit modulus, k = 56. For DLPuz, N = 65536 and ¢ = 8.
For, Rangasamy et al. puzzle, { =4 and N = 2500

Puzzle Difficulty ‘ Setup (ms) ‘ GenPuz (us) ‘ FindSoln (s) ‘ VerAuth + VerSoln (us)
Low Difficulty
Rivest et al. |17] 1 million 13.919 4.80 1.54 474.68
Karame-Capkun |12 1 million 11.520 8.37 1.59 263.35
Hash based puzzle
of Chen et al.|6] 222 0.002 5.92 1.07 3.77
Rangasamy et al.|16] 1 million 1401.14 16.66 1.54 14.75
DLPuz 10 million 31863 31.437 1.05 5.31
Medium Difficulty
Rivest et al. [17] 10 million 49.989 4.80 15.17 474.83
Karame-Capkun |12] 10 million 28.951 8.37 15.18 265.28
Hash based puzzle
of Chen et al.|6] 226 0.002 5.92 16.84 3.77
Rangasamy et al.|16] 10 million 1419.78 16.66 15.34 14.53
DLPuz 150 million 31832 32.01 18.10 5.29
High Difficulty
Rivest et al.[17] 100 million 416.292 4.81 157.10 470.61
Karame-Capkun 12| || 100 million 218.757 8.35 160.97 259.39
Hash based puzzle
of Chen et al.|6] 229 0.002 5.87 134.38 3.77
Rangasamy et al.|16] 100 million 1609.83 16.76 158.22 14.88
DLPuz 1500 million 31885 32.01 175.41 5.27

Table 3: Timings for number theoretic puzzles and hash based puzzles.

Client puzzles are a promising countermeasure for defense
against denial of service attacks. Hash-based puzzles are
very efficient but are generally secure only in the random
oracle model. On the other hand, number-theoretic puz-
zles can be shown secure in the standard model but exist-
ing puzzles have had expensive puzzle generation or veri-
fication operations. We have presented a number-theoretic
client puzzle that is not only efficient but also has a standard
model proof of security in the Chen et al. model. To prove
difficulty of our puzzle, we introduced a new variant of the
interval discrete logarithm problem and showed the hardness
of this new problem under the factorisation and composite
interval discrete logarithm assumptions. Our experimental
results show that, for 512-bit modulus, the solution verifica-
tion time of our proposed puzzle are much faster than the
Karame-Capkun and the Rivest et al.’s time-lock puzzle.

Future Work.

Though we show that our puzzle satisfies Chen et al.’s
security notions, the proof for achieving difficulty in the
stronger model of Stebila et al. does not follows directly.
Hence, constructing an efficient number theoretic standard
model puzzle which satisfies the stronger difficulty notion
of Stebila et al. appears to be an interesting open problem.
Additionally, constructing a provably secure hash based puz-
zle that satisfies the strong definition of Stebila et al. in the
standard model remains an open problem.
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APPENDIX
A. EXAMPLE.

As the number of operations required to solve a puzzle
ranges from 0 to 2%%, it is enough for the server to choose N
and ¢ such that the indistinguishability bound is less than
or equal to €, the bound for difficulty. Suppose the server
wants to fix the difficulty Q of a puzzle to be 2%° and the
40-bit security level k with a 512-bit modulus n. Let order
of g be M, where M is of length 80-bits. Then, from the
above table, it is clear that with 2'° (zi, X;) pre-computed
pairs, the server requires to perform only 7 (¢ — 1) modular
multiplications to compute a pair (a,g®) on-line. Then it
can set the interval length to be 2%° so that the best known
solving algorithm requires +/Q = 22° operations and the
distinguishability is bounded by 272°.

B. EXISTING ASSUMPTIONS

We begin by defining the factorisation problem and inter-
val discrete log problem specifically for the RSA composite
modulus n.

Given a composite integer n such that n is a product of
two k-bit primes p and ¢, the factorisation problem is to
compute either p or ¢q. The formal definition is as follows.

DEFINITION 6. (Factorisation Problem) Let k be a secu-
rity parameter, let GenRSA be modulus generation algorithm,
and let A be a probabilistic algorithm. The experiment is as
follows. Run GenRSA(1%) to obtain (n,p,q), and then run A
on input n. The adversary wins the experiment if it outputs
either p or q (one of the non-trivial factors of n). We define
the advantage of A in violating the factorisation assumption
as

AV Eanssa (k) = Pr (2 =p or g+ (n,p,q) + GenRSA(1"), 2

Recent recommendations on RSA key sizes [2] indicate
that the time required to factor an m-bit RSA modulus is
2°™)  where

s(m) = (%) ’ log,(e)(mIn 2)%(ln(mln2))% —14 .

The composite interval discrete logarithm problem IDL is
to compute x given an RSA modulus n = pq, an element y =
g® mod n for a random = where g is a random element in
Zy, and an interval Z of length ¢ such that z € Z. Formally:

 A(n))

DEFINITION 7. (Composite Interval Discrete Logarithm Prob-

lem IDL) Let k be a security parameter, q be a difficulty pa-
rameter, and GenRSA be a modulus generation algorithm.
Let A be a probabilistic algorithm. Define the experiment
ExpB!‘GenRsqu(k) as follows:

1. n + GenRSA(1%).
. g<RZy,, x+r[l,¢MNn)], y<+ ¢g° modn.

L @

r«prl0,q—1,Z+ [z —r,xz—r+q|.

>

x' < Alg,y,n,T).
5. Output 1 if 2’ =z and 0 otherwise.

The advantage of A in violating the IDL assumption is

AdVIB,LGenRSA,q(k) =Pr (EXPLIZ,LGenRSA,q(k) = 1)


http://eprint.iacr.org/

Galbraith et al. [8] have given the best algorithms to date for
solving the Interval Discrete Logarithm problem in a group-
agnostic manner, which have an average case expected run-
ning time of (1.660 + o(1)),/q. In groups over a composite
modulus n where factoring n is hard, this remains the ex-
pected running time.

C. UNFORGEABILITY OF DLPuz

DEFINITION 8. (Puzzle Unforgeability [6]) Let k be a se-
curity parameter, A be a probabilistic algorithm, and Puz be
a client puzzle. Define the experiment Exp p,,(k) as fol-
lows:

1. (params, s) < Setup(1%).

2. Run A(params) with oracle access to CreatePuz(-) and
CheckPuz(-), which are answered as follows:

e CreatePuz(str,Q): puz < GenPuz(s,Q,str). Re-
turn puz to A.

e CheckPuz(puz): If puz was not an output for any
of the CreatePuz(str) query made previously and
VerAuth(s,puz) = true then stop the experiment
and output 1. Otherwise, return false to A.

8. Output 0.

We say that A wins the game if Expjfpuz(k) =1 and loses
otherwise. The advantage of A is defined as:

AV b () = Pr (Explp,, (k) = 1)

A puzzle Puz is said to be unforgeable if this advantage is
negligible in k for all probabilistic algorithms A running in
time polynomial in k.

In this unforgeability experiment, the adversary is allowed
to query the CreatePuz oracle by choosing a str and a puzzle
difficulty level @ at will. This is to ensure that even after
seeing puzzles with different difficulty levels, the adversary
cannot create a valid looking puzzle.

THEOREM 4  (UNFORGEABILITY OF DLPuz). The client
puzzle DLPuz is unforgeable.

PRrROOF. We prove the theorem using a sequence of games.
Let A be a probabilistic algorithm with running time ¢. Let
S; be the event that A wins in game G;.

Game Go.
Let Go be the original unforgeability game Exp%DLPuz(k).
Then

Pr (Exp ppus(F) = 1) = Pr(So) - (12)

Game G.

In this game, we modify game Go by replacing the HMAC
H, with a truly random function H to compute z. This
change has a negligible effect on adversary A because of the
pseudo-randomness of HMAC H,. Hence,

| Pr(So) — Pr(S1)] < AdvEMAC (k) < negl(k) (1)

where B is an algorithm running in time O(t), and the second
inequality follows whenever H,, is a pseudo-random function.

Since the function H in game G; is truly random, the
probability that an adversary without access to H can guess
an output is negligible:

Pr(S;) < (14)

2k

Combining equations 77 we obtain the final result,
that the adversary’s success in forging a puzzle is negligi-
ble. [l
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